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Preface

This volume contains the papers presented at International Workshop
on Computational Models in Language and Speech co-located with the 15th
International Conference on Computational and Cognitive Linguistics (TEL-
2018, http://telconf.tatar). The TEL-2018 conference held from October 31 to
November 3, 2018 in Kazan, Russia. The conference and the workshop are
organized by the Institute of Applied Semiotics of Tatarstan Academy of Sciences
and Kazan Federal University.

The goal of this workshop is to bring together leading researchers from
artificial intelligence, computational linguists, software researchers that are
interested in natural language processing — both as speakers and as audience
members. Its ultimate goal is to share knowledge, discuss open research
questions, and inspire new paths.

The scope of “Computational Models in Language and Speech” workshop
includes the following topics: Semantic analysis of the text, Semantic Web
technologies, Thesauri, ontologies, Machine translation, Natural Language
Processing, Speech technologies.

We received 22 submissions describing new research for the workshop.
Collected papers have undergone preliminary reviewing. The acceptance rate for
full papers was 59% (11 full-papers and 2 short papers were accepted).

The TEL-2018 conference and this workshop were supported by the Russian
Foundation for Basic Research, the project # 18-47-161001.

We would like to thank all who contributed to our workshop. First of all,
we thank the authors for submitting their high-quality research works to the
workshop. We would like to thank the members of the program committee for
their valuable review contributions. We are grateful to our organizing committees,
who made the conference possible.
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Abstract. The article provides an attempt at systematization of the ele-
ments of oral discourse which are not related to the text content but are
nonetheless very frequent in everyday speech and thus essential for its
understanding and decoding.

Nonverbal elements can be tracked almost in any type of spoken speech
or any given speaker. Therefore it is essential to have a comprehensive
classification which will enable researchers to deal with spoken speech
data with more precision. Such elements include some filled hesitation
pauses such as [a:], [o:m], [i:], [n], etc., nonverbal vocalizations like click-
ing, lip-smacking and squelching, as well as a number of other paralin-
guistic elements (voice qualifications such as laughing, sighing, coughing
and so on).

The aim or the paper is to list various nonverbal elements in The Speech
Corpus of the Russian Language (amounting to 1280 hours of recorded
everyday Russian speech of more than 250 respondents and about 1000
of their interlocutors) and categorize them with regard to their pragmatic
meaning. Nonverbal vocalizations usually tend to fill the hesitation paus-
es marking the so-called points of failure. Moreover, they often help to
structure a text being produced and sometimes perform several functions
simultaneously. While being hesitative, can also perform search functions
(when a speaker searches his mind for a word, an expression or an idea to
continue or complete an utterance), be a reflexive marker or as a discur-
sive marker of the speech start or finale.

Keywords: modern Russian, everyday speech, nonverbal vocalizations,
paralinguistic elements, speech corpus, hesitation phenomena
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1 Introduction

It has been widely acknowledged that in contrast with written discourse, spoken
speech has its own rules and therefore requires special research methods and ap-
proaches. In order to help describe and analyze contemporary Russian speech,
three key elements have been drawn up [1].

Verbal elements are in the core of the semantic dimension of a text; they carry
the principal meaning of a message. Roughly verbal elements are characterized
by high frequency and high repetition; they help structure the text without ac-
tually being connected to its meaning. They are auxiliary parts of speech and
parenthetical words. Moreover, to this category belong pragmatic markers, for
example, verbal hesitatives of search (“kak ego” ‘whatshisname’). The research
of Russian pragmatic elements, if not sufficient, is definitely striving at the mo-
ment; we can consider the studies of K. L. Kiseleva’s and D. Paillard’s works
[2, 3, 4] the pioneers of in-depth research of discourse words in Russian. Among
others, there are works by G. Bolden [5, 6], T. Sherstinova [7], D. Dobrovolskij
and L. Poppel [8, 9] dedicated to discursive pragmatic units in contemporary
Russian speech. The studies focus primarily on “auxiliary” speech items. These
pragmatic markers, as a rule, are characterized by significant weakening of their
lexical and/or grammatical meaning. Nevertheless, they have an extremely high
frequency, exceeding that of almost all content, textual units in spoken dis-
course.

Nonverbal elements of speech stand out in every utterance because they are
rather frequent, yet they do not seem to bear any significance with regard to an
utterance meaning. Apparently, being highly repetitive, they can structure and
even pace a text without actually being of textual nature. These elements include
hesitation pauses as a major part of spoken discourse.

While describing nonverbal communication in English, which usually implies
visual information like gestures from face, eyes, hands and other body parts,
D. Crystal [10] suggests dividing paralinguistic features into voice into voice
qualifiers (such as whispery, breathy or creaky voice) and voice qualifications (like
laugh, giggle, sob or cry). The latter group, together with physiological reflexes,
belongs to non-word vocalizations that are termed nonverbal vocalizations [11,
12].

These elements have also been found rather frequent in everyday speech;
however, their research in Russian speech has been devastatingly scarce. These
non-verbal elements of the utterance are considered to be a type of speech mal-
functions disrupting the smooth deployment of the speech (disfluencies) [13]
and, as will be later shown the analysis of the corpus material, can be attributed
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to non-verbal pragmatic markers because of the functions they perform in oral
speech.

2 Nonverbal Elements in Speech

2.1 Hesitation Pauses

Non-verbal elements of speech, first and foremost, are hesitation pauses filled
with non-phonemic sounds, or vocalizations. Pauses are considered to be an
essential criterion for fluency rating and speech rate measurement. As a rule,
pauses in speech are categorized into filled and unfilled, the former being
hesitation particles like [o:] or [o:m] and the latter a simple silence. Filled
pauses are an important indicator of speech fluency and therefore are widely
investigated in studies dedicated to second language acquisition and mastering
[14, 15, 16, 17].

It is the assumption that, in comparison to native speech, in non-native
language the number of hesitations increases, which enforces the effect of
slowing down and reduced fluency. However, it has been observed that “filled
pauses” rarely occur in read speech [18].

2.2 Clicks

Clicks are usually described as phoneme realizations in some African
languages [19] or as paralinguistic vocalizations, e.g. to signal disapproval
or as sound imitation. Wright [20: 208] in her background research review
offers a comprehensive summary of valences signaled by clicking in English:
disapproval, annoyance, irritation, exasperation, impatience, regret, sympathy,
and encouragement. She also emphasized that clicks usually occur in the vicinity
of filled hesitation pauses which, in turn, would suggest formulation difficulties
with regard to lexical or syntactic search, or signal new information [21].

Another recent discovery suggests that clicks are, presumably unintentionally,
used as discourse markers indexing a new sequence in a conversation or before
a word search. For example, J. Trouvain and Z. Malizs [22] investigated more
than 300 apical clicks of an experienced speaker during a keynote address at an
Interspeech conference. In turned out that the produced clicks occurred only in
inter-speech intervals and were often combined with either hesitation particles
like «uhm» or audible inhalation. Consequently, it is claimed that clicks are used
as hesitation markers.
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In Russian research clicks have rarely been identified and studied; however,
some [23] list clicks among “artifacts”, or short nonverbal elements which would
be otherwise described among voice qualifications.

2.3 Voice qualifications

Physiological reflexes such as chewing noises, hiccup, coughing, yawning etc.
are not usually considered communicative because they are not always under
control of the speaker. However, some deliberate vegetative sounds (such as
clearing the throat as indicating one’s presence) can have pragmatic meaning
and thus deserve further investigation [12].

Affect bursts [24] are vocalizations such as laughing, crying, screaming and
many other short emotional non-speech expressions. More often than not, they
are used deliberately and consciously. It is observed that affect bursts, even
presented without context, can convey a clearly identifiable emotional meaning
[25].

It is generally believed that nonverbal vocalizations occur more often in
conversational speech than in monologues, reading at loud or other forms of
controlled speaking. An analysis of six corpora of conversational speech [11]
concluded that most common vocalizations were laughing and various types of
breathing noises.

In addition to nonverbal vocalizations which can be investigated in several
languages, there are those less widely acknowledged, e.g. lip-smack which is
consistent with the Chinese language. It is a sound generated by pressing lips
together and then opening them quickly, and it is considered to be a typical
background event in Chinese spontaneous speech [26, 27]. However, Russian
speakers have also been observed lip-smacking, albeit not very frequently, if
compared to clearing your throat and coughing [23].

To summarize, we can see that nonverbal elements are very common in
spontaneous speech. When conducting a thorough multi-level analysis of verbal
spoken speech, one must detect and categorize its inherent nonverbal elements to
help investigate and process more significant textual parts of any utterance. The
current study is a part of ongoing research into pragmatics of spoken Russian,
and based on this we now formulate the following research questions:

1)  Which non-verbal elements can be found in everyday Russian speech?

2)  How can we categorize them?
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3 Research Method and Data

This study is conducted on the two modules of the Corpus of the Russian lan-
guage: the corpus of Russian everyday speech “One Day of Speech” (the ORD
corpus, containing mostly dialogic speech) [28] and “Balanced Annotated Text
Collection” (SAT, containing monologic speech) [29].

The ORD corpus captures natural speech of native speakers (residents of St.
Petersburg who speak Russian as their native language) and contains mostly ev-
eryday dialogues and polylogues, recorded using the method of continuous daily
speech monitoring and recording. Each respondent provided about 8-14 hours of
speech recordings which were then converted to the format of the corpus: PCM,
22050Hz, 16 bit, mono, while the original recordings had been stored in the
archive. Next, the recordings were segmented into the so-called macroepisodes,
in other words, fragments homogeneous in their communication settings which
may include the place of communication, its settings, social roles of speakers
or the activity they engage in. This segmentation was performed manually by
qualified linguists who listen to the recordings and mark the boundaries between
episodes.

The phonetic quality of each macroepisode is evaluated and measured in a
4-grade scale: 1 —the best quality, suitable for precise phonetic/prosody analysis,
2 —rather good quality, which is partially suitable for phonetic analysis, 3 —noisy
recordings of intermediate and low quality, which are not suitable for phonetic
analysis but are suitable enough for other aspects of research, and 4 — unintelli-
gible conversations or remarks in extreme noise, which could not be understood
without noise reduction techniques [30].

All data has been manually transcribed and later verified in ELAN [31], for
the detailed principles of annotation and transcription see [28]. For data process-
ing we used software specially designed for ORD, Corrector software utility (to
correct possible technical errors in typescripts and to reveal potential mismatch
in speaker/speech level in cases of overlapping utterances) and Eafer program
(dissecting one-level transcript into a multi-level one). However, only selected
macroepisodes of good quality or original content have so far been automatically
processed and annotated on many levels. The work of comprehensive multilevel
annotation of the whole corpus is obviously of large-scale nature and is still in
progress.

Currently the corpus comprises 1250 hours of sound recordings, collected
from 128 respondents and more than 1000 of their interlocutors, representing
different social groups of St Petersburg, Russia, 2800 macroepisodes of com-
munications, and more than 1 mln word usages in transcripts.
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SAT, on the other hand, contains a less natural experimental speech. These are
the monologues recorded from native speakers of different professional groups:
doctors, lawyers, computer scientists, teachers of language and philosophy,
various groups of students, incl. those majoring in language, and so on. SAT
recordings are categorized into a series of typical communicative scenarios of
everyday communication: reading, retelling, description of the image, story-
telling. In addition to the speech of native Russian speakers, SAT also includes
several blocks of L2 Russian speech by non-native speakers: American, French,
Chinese, and Dutch. At the moment, the collection includes data obtained from
153 speakers and comprises 772 monologue texts, with total duration of 30
hours.

In brief, all data in the corpora is presented in both audio files and transcripts.
An annotated ELAN file is presented in Fig. 1.

HAAP DEDF M) B[S 1] (e[ [L]T] Clromosmeoenn [STe—— «

Fig. 1. An example on a multi-level annotated speech fragment in ELAN

It can be seen that there are certain symbols used in transcripts to mark non-
verbal phenomena (*C, *B and others). Most common symbols include “*/7”
for a hesitation pause, “/” for a short utterance pause and ““//”” for a long pause
marking the end of an utterance. Other symbols are introduced in their respective
sections. All words and utterances are given in orthographic writing.

For the current classification study we explored both types of records and
identified the phenomena we thought to be of non-verbal nature. Then we ana-
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lyzed the phenomena and classified them into categories. It should be mentioned
that so far the analysis is of qualitative nature rather than quantitative, principally
because we aimed to create a classification to be proved or disproved in further
research into spontaneous Russian speech.

4 Results and Discussion

4.1 Provisional Version of Nonverbal Vocalizations Inventory

Being the pioneers of comprehensive descriptions of Russian nonverbal vocal-
izations, we are faced with a series of debatable issues.

Firstly, we would aspire to compare and contrast our classification to those
already existing in describing other languages, mainly English. So, one is ex-
pected to come up with an inventory similar or of the same nature, operating
more or less similar terms and definitions. However — and here comes our second
stumbling stone — there are abovementioned Russian studies of some, if not all of
them, nonverbal elements in spoken Russian, and as native researchers we would
not want to digress too far from our venerable colleagues.

As a result of our investigation, we have come up with a working theory for
the typology of nonverbal elements in spoken Russian speech. In the corpus
recordings managed to track the following elements:

e Hesitation pauses (filled and unfilled);
Clicks;
Lip-smacks;
Noisy air intakes;
Voice qualifications, or affect bursts.

This inventory serves as an exploratory one which is liable to undergo some
alternations or refinements in the process of its validation on perhaps expanded
speech material.

Hesitation pauses. Both types of hesitation pauses, filled and unfilled, can be
found in the corpora, and they are rather frequent. Given that some subcorpora
have been described in previous research, we can preview some quantitative
data. For instance, in the SAT reading recordings (subgroup STU) there are 323
hesitation pauses [32].

There are different non-phonemic sounds that can fill a pause, predominantly
[o:] or [o:m], [a:], [a:m], [m:]. In the Russian L2 speech of native Chinese
speakers it was possible to trace sounds such as [y], [yn], [n:]. An example of a
hesitation pause is provided below (see Fig. 2)
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Fig. 2. An example of hesitation pauses in corpus data

The main function of filled pauses is hesitational search, either for a specific
lexical unit or signal general speech formulation difficulty. More often than not,
this search function seems to be accompanied by others. Let us consider some
examples:

(1) ineskolko [m:] dvorovykh malchishek s treshchotkami (SAT, reading);

(2)  Grigorij_Ivanovich [a:] Muromskij [2:].

Thus, in these examples, the speaker seems to hesitate before an archaic word
uncommon for contemporary speech “dvorovyj” ‘house serf” (1) and surname
“Muromskij”. A previous study of this corpus data on lexical and syntactic level
have previously suggested that there are markers of speech non-triviality which
signal introducing some extraordinary, non-so-common verbal units, and they
are often accompanied by hesitation pauses [33, 34].

The vocalizations often come together with other pragmatic markers, such as
reflexive markers, markers of hesitation, or discursive markers. Thus, we may
assume apparent polyfunctionality of vocalizations in oral discourse, with the
hesitative-search character of almost all such elements as a given.

Clicks. As we already mentioned, clicks are not often specified in Russian
research into spontaneous speech. In the current study, it was possible to locate
clicking, marked as *I] in the corpus transcripts (see Fig. 3), in spoken Russian
material, both in native and non-native speech.

e

...... .
- 00:08:56.600 00:08:56.800 00.08:57.000 00.08:57.200

o S Lottt L
, el

I’ T T T T

00:08:56.600 00:08:56 800 00:08:57.000 00:08:57.200
.
Frase-S17 |-ty pai
. ¢ I
e 1B uy |na

Fig. 3. An example of clicks in corpus data
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However, more often than not clicks would be attributed to Chinese speakers.
In most cases, clicks would definitely be of hesitative nature, and their primary
function is word search, be it successful or not quite:

(3) “nuzhno *I]/za... / zanimatsya; ne ochen’[a:] nravits’a(:)[om:] *I1 *I]

khodit’v magaziny” (“I have to study, I don’t really like going shopping”).

Similar to hesitation pauses, in clicks search function is also combined with
the discursive start function: the speaker is found clicking at the start another
fragment of his monologue. Again, there is some polyfunctionality of the non-
verbal elements in oral communication.

Lip-smacks. Lip-smacks are marked as “mp” in our speech corpora findings
and typescripts, mainly because of onomatopoeic reasons. These elements seem
not very common, yet far from non-existent to be disqualified. It seems that
the lip-smacks in spontaneous Russian, as well as all other types of hesitation
phenomena, gives the speaker a short break for decision to continue speech or
choosing the right word or expression and thus has a search function. Other
markers of hesitation have been spotted in the vicinity: nonverbal sounds,
prolongation of sounds, word breaks, parasite words and physical pauses, which
further enhance their hesitational character.

Noisy air intakes. During this nonverbal vocalization a speaker draws in the
air not through their nose, as it usually happens (including a situation when a
deep breath is a hesitation pause by itself), but through the mouth, with the tip
of the tongue at the front teeth, and between the lateral parts of the tongue and
lateral teeth there is a gap through which the air passes. To an untrained ear it
sounds like a noisy air intake. In some studies, it has been called squelching [34],
and in the transcripts is marked as “s]”:

Voice qualifications. There are several types of affect burns recorded and
marked in the corpora typescripts, e.g. laughter (see Fig. 4), coughing, yawning,
tutting, sneezing, etc. In Russian studies these are often called paralinguistic
phenomena. Nevertheless, it seems that the nature of clicks, lip-smacks and noisy
air intake would also attribute them as paralinguistic elements, which, however,
do not carry much emotional significance.

— A b— s

e T —— T ~ T T T
ordS17-10.wav. ‘t_ﬂ 00:04:08,400 00:04:08 600 00:04:08.800 00:04:09.000 00:04:09.200 4

T T T T
00:04:08 400 00:04 08 600 00:04:08.800 00.04:09.000 00.:04:09 200 o

"
Frase-g17 |AecTbXow*Cl

|a |ects |xouy. |

Fig. 4. An example of laughter in corpus data
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4.2  Pragmatic Functions of Nonverbal Elements

Nonverbal elements of oral speech — in general, as a class of elements, and
each separately — deserve a special functional description. But all our examples
demonstrate their obvious hesitative nature, and also some polyfunctionality. For
instance, clicks, like filled hesitation pauses, in addition to the search function
may have the discursive start function. This fact may urge us to review the clas-
sification of nonverbal elements in the domain of pragmatics and thus consoli-
date some elements with regard mainly to their pragmatic function and not their
phonetic execution.

At this point we may speak of three principal pragmatic functions: hesitation,
search and reflection (often resulting in hypercorrection).

5 Conclusion

Our research shows that there are nonverbal elements in various types of oral
discourse, in both monologues and polylogues. On the one hand, these elements
do not claim to be significant, or verbal, and surely cannot be described as verbal.
On the other hand, they have a definite pragmatic meaning and often help the
speaker structure the speech he/she produces.

There are various approaches to categorization of nonverbal elements in
spoken Russian speech, however, one cannot deny that these elements must be
included in contemporary speech research, given their prolificacy.

The main function of nonverbal vocalizations we have found to be hesita-
tive search, which is often intensified or modified by others: the functions of a
discursive marker (start or final), a reflexive or a «non-trivial» marker. Corpus
approach to the analysis of oral speech allows not only to identify all such «non-
verbal» elements, but also to systematize them.

The findings may be used for many applied purposes: from teaching Russian
in a foreign language audience to automatic speech recognition and linguistic
expertise. Our study has been closely linked with fellow researchers’ work into
prosody and pragmatics, all of us striving to combine prosodic information with
pragmatic annotation of communicative acts presented in the corpora. Further
acoustical analysis of our identified categories of all non-verbal material, which
is extremely common in spontaneous Russian speech, will allow for more precise
automatic speech processing. This research, given its pragmatic aspect, is espe-
cially significant with regard to filled pauses recognition, as it has been observed
that ASR systems tend to confuse filled pauses and backchannels, a functional
distinction that humans need to be very good at pragmatically [35].
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Abstract. The work examines the dynamics of the number of syntac-
tic dependencies and 2-grams in Russian and English using the Google
Books Ngram diachronic corpus. We counted the total number of 2-grams
and syntactic dependencies detected in Google Books Books Ngram at
least once in a given year, as well as stable dependencies, which value
of pointwise mutual information is above a given threshold. The effec-
tive number of dependencies expressed through the perplexity of 2-gram
frequency distributions was also calculated. This value is a characteristic
number of frequently used word combinations. It was found that quan-
titatively unchanged core and rapidly growing periphery can be distin-
guished among the syntactic dependencies of words. It was possible to
obtain an estimate of the growth rate of the effective number of syntactic
dependencies in the Russian language. The estimate shows that doubling
of the effective number of dependencies occurs approximately every 250
years if the corpus size stays unchanged.

Keywords: Google Books Ngram, syntactic dependencies, computa-
tional linguistics, correlation models, linguistic databases.

1 Introduction

Emergence of extra-large text corpora and development of new algorithms
and methods of linguistic research opens up broad opportunities for studying
dynamic processes occurring in a language, and allows us to trace evolution of
language phenomena.
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Computer processing of large arrays of language data makes it possible to
quantify the dynamics of lexicon and development of intralingual relations,
classification and clustering of vocabulary. One of the largest corpora of texts
is the Google Books library [1, 2]. It includes more than 8 million of digitized
books written in 8 languages and is currently the largest digital text resource.
The oldest books included in the corpus were written in the 1500s, and the latest
book was published in 2009. The Google Books Ngram services allow frequency
analysis of word usage and visualization of the data.

Performing a quantitative analysis of text corpora, researchers solve various
problems concerning language complexity [3], interrelations between language
and culture (even the special term “culturomics” was introduced) [1], try to detect
regularities of emergence and functioning of linguistic units and evolution of
grammar. The article [3], in which the growing number of unique phrases in the
English language was studied seems to be the most interesting in the context of
our work. The author explains that increase in the number of word combinations
is due to increasing complexity of culture. Meanwhile, the size of the Google
Books Ngram corpus constantly increases (see Figure 1). The corpus growth,
by itself, in accordance with Heaps’ law, should lead to growth in the number of
unique word combinations. The empirical Heaps’ law describes the dependence
of the number of unique words in a text on the size (length) of this text and states
that the number of these words is connected by a power dependence with the size
of the text [4, 5]. Despite the fact that the classical formulation of Heaps’ law
speaks only about the number of unique words, the same applies to the number of
word combinations and syntactic dependencies [6]. Also, a certain disadvantage
of Juola’s work is that all of the conclusions are based on the analysis of the
English corpus only.
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Fig. 1. Size of the common English and Russian sub-corpora included in Google Books
Ngram (number of words)
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Taking into account the conclusions [3], we set out a goal to analyse the
dynamics of the number of syntactic dependencies and 2-grams. A priori, it can
be expected that the number of such word relationships increases over time due
to two factors: 1) increasing complexity of human culture [7, 8] and emergence
of new words providing increase in the number of semantic connections and
syntactic dependencies; 2) metaphorization processes, which also increase
the number of relationships between words. Also, the number of 2-grams and
syntactic dependencies detected in the corpus grows due to increase of the
corpus size. The study objective was to identify how the number of 2-grams
and syntactic dependencies increases with time, as well as to trace the impact of
each of these factors. The Russian and English text corpora, which belong to the
diachronic corpus Google Books Ngram, were studied.

2 Data and Methods

The common corpus of the English language and the corpus of the Russian lan-
guage, which are a part of Google Books Ngram, were analysed.

Raw data are available for download on the project page (https://books.
google.com/ngrams/). They contain information on frequency of use of words
and n-grams (2-, 3-, 4- and 5-grams) in the books presented in the Google Books
electronic library for each year. In our work, we used a base of frequencies
of 2 grams, that is, pairs of words which, directly go one after another in the
sentence.

A distinctive feature of the version of the 2012-year corpus is the presence
of a base of frequencies of syntactic dependencies. Syntactic dependencies are
understood as pairwise relationships between words in the same sentence. One
of the words is a head, another one is a modifier. Such dependency relations are
independent of word order, even though there are often intervening words between
the head and the modifier. The data on frequencies of syntactic dependencies
available in the Google Books Ngram corpus were also used in this work.

Thus, the term “2-gram” is used in our work when we describe pairs of
words, which directly go one after another in the sentence. The term “syntactic
dependencies” is used for head-modifier pairwise relationships between two
words in a sentence. We study the number of different 2-grams and pairs of
words being in a syntactic dependency.

Preliminary data processing was performed before the study. First, we did't
make a distinction between words that differ in case. Accordingly, 2-grams and
syntactic dependencies, containing words that differ in case, were considered
identical. Secondly, only vocabulary 1-grams were selected. 1-grams are
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understood to be words composed only of letters of the corresponding alphabet
and, possibly, one apostrophe. If not taking into account differences in case, there
were 5096 thousand (out of the total number of 8256 thousand) of such 1-grams
found in the common English corpus. Accordingly, 4091 thousand 1-grams out of
a total number of 5096 thousand 1-grams were selected for the Russian corpus. To
normalize and calculate relative frequencies, the number of vocabulary 1-grams
was calculated for each year (unlike Google Books Ngram Viewer, where
normalization is performed for the total number of 1-grams). Parts of speech are
marked in the 2012 version of the database. However, in many cases, parts of
speech are determined improperly, which can cause incorrect conclusions based
on such data. Therefore, the method introduced in [9] was used. It says that if the
number of word forms corresponding to a certain part of speech does not exceed
1% of the total frequency of use of this word form, such word forms should be
rejected and not used in further analysis. During the second stage of the survey,
2-grams consisted of the selected 1-grams were analysed.

The analysis was based on the following principles. Many researches attempt
to determine the number of word combinations in the language. The easiest way
to do it is to count the number of different word combinations in a corpus in
a given year. To analyze the number of pairs of words forming dependencies,
we counted the total number of 2-grams and syntactic dependencies marked in
the Google Books Ngram database at least once in a given year. However, this
method has some drawbacks. The first drawback is that a large amount of word
pairs located next to each other in a sentence but not forming a dependency is
counted. The second drawback is that, according to the authors of the Google
Books Ngram project, approximately 30% of unique word forms contained in
the database result from misprints. These factors cause an even more significant
overestimation of the number of 2-grams and syntactic dependencies. The third
drawback is that empirical frequencies of rare words, which are in the majority
in the base, highly fluctuate, which also leads to large errors in estimation of the
number of 2-grams and syntactic dependencies. Two approaches were used to
reduce the impact of these factors. The first one is the following. Not all 2-grams
and syntactic dependencies were counted but only frequently used ones, which
are in a certain associative connection and are called collocations. Usually
collocations are understood as word combinations, where words a located next to
each other. However, some researches consider that stable syntactic dependencies
can also be called collocations [10].

A value called pointwise mutual information in computational linguistics [11,
12] was used as a measure of associative connection. This value is expressed by
the formula:
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MI = log, == (1)

Here f,, is a relative frequency of the word combination, and f, and /] are relative
frequencies of the words, which form the word combination. As can be seen
from the formula, the MI value shows to what extent the word combination is
found more often in a text or a corpus than in a random text of the same size
with an independent choice of words. The selection was carried out according
to the value of the MI, which is 0, 3, 6, 9 for a number of threshold values of
this quantity. The calculation results for the English and Russian languages are
shown in Figure 2.

The second possible solution may be to count the number of word combinations
with regard to their informational content. We can used such characteristic of
frequency distribution as perplexity [13]. The effective number of syntactic
dependencies (2-grams) numerically equal to the perplexity of their frequency
distribution was introduced:

Nysr = 2k 2)

Here 4 is the entropy of the frequency distribution, calculated by the formula:
h=—Xifilog; f; 3

where f; is the frequency of the i-th 2-gram (or syntactic dependency). The
introduced value shows the number of frequently used syntactic dependencies
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Fig. 2. The number of syntactic dependencies in Russian and English in 1700-2008. The
total number of syntactic dependencies, the effective number of syntactic dependencies
(perplexity) and the number of syntactic dependencies with MI above the given threshold
are shown
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(2-grams), taking into account their role in the information exchange. Our
approach is close to that used in [3]. However, using perplexity instead of entropy
allows us to present the results more vividly, as well as to make comparisons
with estimates obtained by other methods. The dynamics of the effective number
of syntactic dependencies of both languages is also shown in Figure 2.

3 Results

As can be seen from Figure 2, the total number of syntactic dependencies in
both languages is growing rapidly. At that, the growth rate in different periods
changes significantly, the curve responds to various historical events, primarily
to wars and revolutions. If we restrict ourselves to stable syntactic dependencies,
the curve qualitatively retains its character. However, it shows a slightly lower
growth rate. The number of syntactic dependencies with high MI values grows
very slowly. All this is true for the number of 2-grams.

Comparing figures 1 and 2, it can be seen that the curves of the total number
of syntactic dependencies are similar to the graphs of the corpora size. This
observation can be quantified. Table 1 shows the values of the Spearman
correlation coefficients between the corpus size and the number of syntactic
dependencies (the total number of syntactic dependencies and the number of
only stable syntactic dependencies) in English and Russian.

The correlation coefficients will not change in any noticeable way if they
are calculated using the limited intervals of 1700-2008 or 1750-2008. Thus, the
compared values show a high level of statistical connection, especially for the
Russian language.

Table 1. Spearman’s correlation coefficient between the corpus size and the number of
syntactic dependencies in Russian and English

English Russian
Total number of syntactic dependencies 0.890 0.974
Number of syntactic dependencies with MI>0 0.860 0.972

The graph of the effective number of syntactic dependencies has a different
character. The curve is much more regular and smooth and responds insignificantly
to historical events. The size of the English corpus is substantially larger than the
Russian one. It contains approximately 470 billion of words and the Russian
corpus includes only 67 billion of words. The English corpus shows no reaction to
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historical events, and the graph of the effective number of syntactic dependencies
can be well described by an exponential dependence (in a logarithmic coordinate
system — a linear dependence). The smooth exponential growth of the effective
number of syntactic dependencies in the English language is accelerated only
after about 1950, which may be a manifestation of globalization processes. It
is indisputable that by the end of the 20th century, English becomes the leading
world language. Its influence on the processes of international economic, political
and cultural integration proceed is great. English has also become the second
mother-tongue for many people and develops very fast. The total number of
syntactic dependencies in the English language is higher than in Russian, which
is a manifestation of Heaps’ law.
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Fig. 3. The number of syntactic dependencies and 2-grams in Russian and English in
1700-2008

At that, the Russian language has more effective syntactic dependencies than
English, which can probably be due to more complicated morphology and word-
formation. Thus, applying such indicator as the effective number of syntactic
dependencies allows us to perform less subjective comparative analysis of
language processes using corpora of various sizes.

Figure 3 shows the number of syntactic dependencies and 2-grams in Russian
and English. Both the total and effective number of syntactic dependencies and
2-grams are compared. Attention should be paid to the fact that the ratio of the
number of syntactic dependencies to the number of 2-grams is significantly larger
in the English language. Probably, this can be due to the fact that the word order
in the Russian language is not fixed. As a result, a larger number of 2-grams can
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be formed. This may also be due to some features of syntactic analysers used
for creating a corpus. Otherwise, as can be seen from Figure 3, the number of
syntactic dependencies and the number of 2-grams change over time in a similar
way.

As it was stated above, increase in the number of syntactic dependencies and
2-grams can be due to growing complexity of culture, increase of a corpus size
and metaphorization processes, which cause emergence of new words. Influence
of each factor was investigated in the work.

To level the effect of a simple increase in the number of new words, one
can count the number of word combinations and syntactic dependencies, which
are comprised only of a fixed set of words belonging to the lexicon core. There
are various approaches to the problem of determining the lexicon core [14]. To
solve the problems mentioned in the article, it seems natural to use the method
proposed in [15], according to which we select words recorded in the corpus
each year from a certain period. There are approximately 37 thousand of words,
which appeared in the common corpus of English each year between 1750 and
2008 (the amount of annual text data was insufficient before that time). Russian
words appeared in the corpus every year between 1920 and 2008 were selected.
To avoid difficulties associated with the impact of the 1918 spelling reform,
the analysis was performed for the stated period. To make the conditions of
comparison more equal for both languages, Russian words, which appeared each
year at least 10 times, were selected. There were 80 thousand of words, which
satisfied the required conditions.

Figure 4 shows the comparison between the change in the effective number
(see formulae (2, 3)) of syntactic dependencies of all words and words, which
belong to the lexicon core. The number of syntactic dependencies between
words from the core grows much slower than that between all words. At
that, the number of syntactic dependencies between core words has not
grown since 1850. However, a small increase is observed only after 1960.
Thus, the growth in the number of syntactic dependencies is largely due to
the emergence of new syntactic dependencies for words from the lexicon
periphery, as well as syntactic dependencies between words from the lexicon
core and periphery.

Let us further consider how the total number of syntactic dependencies and
2-grams varies depending on the number of words in the lexicon. Assuming the
validity of Heaps’ law for both the number of words and the number of syntactic
dependencies, it can be said that there should be power dependence between these
quantities. Figure 5 shows the change in the number of syntactic dependencies
and 2-grams depending on the number of unique words in English and Russian.
Each point on the graph corresponds to the number of words and the number of
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syntactic dependencies (2-grams) detected in the corpus in a given year (in the
period 1505-2008 for the English language
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Fig. 4. Effective number of syntactic dependencies in English and Russian (both for the
entire lexicon, and for the lexicon core)
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Fig. 5. Dependence of the number of syntactic dependencies and 2-grams detected in the
corpus on the number of words in the lexicon

Dependences shown in Figure 5 are close to a power law, however,
differences are also observed. It can be seen that the slope of the graph
slightly differs in different areas. These differences may be due to variations of
Heaps’ exponent with time described in [14]. Performing approximation of the
empirical data by a power law on the most important area (for the number of
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words more than 1.5-10°), we obtain the value of the power exponent for syntactic
dependencies in the English language is equal to 1.174 (for word combinations
- 1.169). That is, the number of syntactic dependencies per word grows slowly
as the language becomes more complex. However, if we restrict ourselves only
to stable syntactic dependencies with MI> 0, the power exponent for the number
of syntactic dependencies will be 0.793 (0.815 for word combinations). Thus,
the number of stable syntactic dependencies and word combinations per word
falls. In both cases, the difference in the values of the power exponent for the
number of syntactic dependencies and the number of word combinations is not
significant. The difference of the power exponents from 1 is small, however,
it can be important, since many growth models of complex networks predict
proportionality of the number of network vertices (in our case, vertices are words)
and the number of dependencies (in our case, syntactic dependencies) [16].

As for the Russian language, the power exponent for the number of syntactic
dependencies is 1.097 (1.11 for the number of phrases) and equals 0.955 for
the number of stable syntactic links with MI> 0 (0.96 for the number of stable
phrases) under similar conditions. It should be noted that it is more difficult to find
a linear segment for the Russian language in Figure 5. Therefore, these results
are less reliable. Nevertheless, they are in good agreement with the estimates
obtained for the English corpus.

Let us estimate quantitatively the degree of statistical connection between
the number of unique words and the number of syntactic dependencies. Table 2
shows the Spearman correlation coefficients between these values for the English
and Russian languages.

Table 2. Spearman’s correlation coefficient between the number of unique words and
the number of syntactic dependencies in Russian and English

English Russian
Total number of syntactic dependencies 0.999 0.981
Number of syntactic dependencies with MI>0 0.994 0.983

Comparing with the values given in table 1, it can be seen that the statistical
connection between the number of syntactic dependencies and the number of
words is even more significant than connection with the corpus size. A more
significant increase is observed for the English language. This may be due to
the fact that the saturation effect described in [14] (which is more pronounced
for a larger English corpus) weakens the dependence of the number of syntactic
dependencies and 2-grams on the corpus size.
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If the corpus stays unchanged, the number of syntactic dependencies changes
in the following way. The number of books represented in the Google Books
Ngram Russian sub-corpus varies greatly in different years. The largest amount
of books belongs to the period 1960-1991. From 65 to 80 thousand of volumes
were published annually in the USSR in this period, and the corpus contains
approximately 10 thousand volumes published each year (or 1-1.25 billion
words), that is, at least 12% of all published books. Thus, there is a 31-year
time period during which the size of the corpus varied within small limits. This
provides an opportunity to assess the rate of growth of the number of syntactic
dependencies directly, without taking into account the impact associated with the
growth of the corpus size.

Figure 6 shows the change in the effective number of syntactic dependencies
in the Russian language in the target period. The dotted line shows approximation
of the series of the number of syntactic dependencies by exponential dependence
using only the data from the period 1960-1990. The exponent rate was 2.74-107,
which corresponds to a doubling of the effective number of syntactic dependencies
within 253 years.

108 Russian
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Fig. 6. Change in the effective number of syntactic dependencies in the Russian language
in 1955-1995

There is no period when the English language corpus size changes insignificantly.
Nevertheless, if we approximate the curve of the effective number of syntactic
dependencies in English in the same interval 1960-1991, the value of the exponent
will be 9.36-10°, which corresponds to doubling of the number of syntactic
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dependencies within 74 years. If we take the 1850-1950 data (see Figure 4), the
exponent will be estimated as 3.49-107, which corresponds to doubling of the
number of syntactic dependencies within 199 years. The latter value is close
enough to the above estimate obtained for the Russian language.

4 Conclusion

The number of 2-grams and syntactic dependencies detected in the Google Books
Ngram corpus grows extremely rapidly. It increased by a factor of 160 for the
common corpus of English and by a factor of 66 for the Russian corpus over the
period 1800-2000. It is obvious that most of this growth is associated not with in-
crease of language complexity, but with an extensive increase of the corpus size.
To study the factors causing language complexity, it is more convenient to use
not the total number of syntactic dependencies and 2-grams, but the number of
stable syntactic dependencies and 2-grams (with MI above a given threshold) or
their effective number (calculated as perplexity of frequency distribution). The
latter characteristic demonstrates much smoother and regular change compared
to the total number of the studied word relationships. The curve of the effective
number of syntactic dependencies and 2-grams practically does not respond to
historical events and, when calculated using the entire English vocabulary, it
shows growth, according to the law close to exponential. However, the effec-
tive number of syntactic dependencies and 2-grams detected in the corpus each
year over a fairly long time interval (1750-2008 for English and 1920-2008 for
Russian) changes very slowly. This can indicate that quantitatively unchanged
core and rapidly growing periphery can be distinguished among the syntactic
dependencies of words.

It was found that the effects associated with the emergence of new words
dominate among the factors influencing the growth in the number of syntactic
dependencies and 2-grams. The dependence of the total number of syntactic
dependencies and 2-grams on the number of unique words is close to a power law.
It is clear that the power law should be considered only as some approximation
of the empirical data. However, it should be noted that the power dependence
in this case corresponds better to the empirical data than to the dependence of
the number of syntactic dependencies and 2-grams on the corpus size (which
is expected in accordance with Heaps’ law). The same is true for the number
of stable dependencies (with MI> 0). At that, the power exponents are slightly
greater than 1 (1.1-1.17) for the total number of syntactic dependencies and
2-grams and less than 1 (0.79-0.96) for the number of only stable syntactic
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dependencies and 2-grams for the studied languages. These facts should be
taken into account when building models of growth of a network of syntactic
dependencies in natural languages.

It was possible to obtain an estimate of the growth rate of the effective
number of syntactic dependencies in the Russian language. If the corpus size
stays unchanged, doubling of the effective number of syntactic dependencies
should occur in 250 years. The effective number of syntactic dependencies in
the English language is characterized by similar growth rates over a long period
of time. However, their number increases approximately after 1950. This can be
due to the fact that English is a global language.
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Abstract. This paper presents the results of experiments on morpho-
logical disambiguation in the National corpus of the Tatar language “Tugan
tel”. The experiments were conducted using the LSTM based neural net-
work model. The tagged socio-political sub-corpus of the National corpus
of the Tatar language “Tugan tel” with a volume of 2,4 million words was
used as training data. Experiments have shown that LSTM models are
language-independent and can be applied to the Tatar language too. The
results for Tatar are on a comparable level with those for other agglutina-
tive languages, such as Hungarian and Turkish.

Keywords. Morphological disambiguation, Tatar language, Tatar National
Corpus, corpus data, morphological tagging, LSTM, neural architectures

1 Introduction

Morphological disambiguation is one of the main tasks of automatic natural
language processing. Its results can be used to improve accuracy and quality
of the methods used in such tasks as text classification and clustering, machine
translation, and information retrieval.

The complexity and peculiarities of morphological disambiguation vary for
each particular language. For example, for English with its poor morphology
and rigid word order in the sentence, the morphological disambiguation, as
a rule, is reduced to the task of POS tagging and is based on rather simple
methods. In Russian, morphological ambiguity is not so salient as in English,
but, nevertheless, it is inherent. Free word order in Russian adds complexity to
the task. In the Tatar language, as in other agglutinative languages of the Turkic
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group, morphemes are the most important meaningful language units that carry
both semantic and syntactic information. With a theoretically unlimited number
of morphemes attached to the stem, morphological ambiguity takes on various
forms, which greatly complicates the disambiguation.

Up to now, a basic paradigm of methods for disambiguation has been formed
[1]. This includes the rule-based methods [2,3], machine learning methods based
on the probabilistic models [4,5], and hybrid methods [6,7,8]. Developing the
National corpus of the Tatar language “Tugan tel” (http://tugantel.tatar/) and the
socio-political sub-corpus with manual morphological disambiguation made
it possible to study this problem using statistical methods based on machine
learning [3,8].

Analysis of open source codes developed for this task over the past few
years has shown that one of the most effective tools is PurePos 2.0 [6] which
implements a hybrid model based on hidden Markov models, as well as a neural
network model based on recurrent neural networks with long short-term memory
LSTM [5]. Hidden Markov model is a process model in which a process is
considered a Markov process, and it is not known what state the system is in
(its states are hidden), but each state can produce, with some probability, an
event that can be observed. In other words, the Markov process with unknown
parameters is studied, and the task is to recognize these unknown parameters
basing on observables. The results of recognizing POS tags of Tatar words
showed an accuracy of 97% [8].

Another approach that rather successfully solves the problem of morphological
ambiguity is based on a recurrent neural network with a long short-term memory
(LSTM) [9,10]. In [5], the results (see Table 1) of applying this approach to
Turkish, Russian and Arabic are given.

Table 1. Results of experiments using the LSTM neural network architecture for mor-
phological disambiguation

Turkish Russian Arabic
L % from o % from % from % from 0
Aaguage ambiguous % from ambiguous all ambiguous 70 from
all tokens all tokens
words words tokens  words

Without context ~ 88.65 95.45 64.97 88.58 72.22 78.06
(baseline)

Local context 89.18 95.67 71.56 90.72 80.10 84.29
Whole sentence ~ 91.03 96.41 69.49 90.05 86.45 88.95
(surface form)

Left-to-Right 90.50 96.19 68.55 89.75 89.30 91.27
CRF 90.24 96.09 72.78 91.13 - -
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The analysis of the used context size in [5] deserves a special attention. The
authors compared different sizes and types of contexts and experimentally
revealed the most appropriate type for each language. It turned out that for the
Turkish language it is sufficient to construct vectors based on surface word forms
without explicitly defining their morphological features, but using all the words
in the sentence. Whereas for Russian, agreement in gender, number and case
is important, which in turn requires not only surface word forms, but also their
morphological features in the context. At the same time, optimization based
on the conditional random field method (CRF) helps to achieve better results
(disambiguation accuracy 91.13%). The situation is similar with the Arabic
language, when surface word forms are not enough for full disambiguation. This
can be explained by the fact that in Arabic the level of ambiguity is higher than
Turkish. If, for example, in Turkish, on average, there are 2.81 parsing options
per word, and in Russian 5.81, then in Arabic there are 11.31. Therefore, for
correct model training, a completely disambiguated tagged context is required.

This article describes the results of applying the neural network model based
on the LSTM architecture to morphological disambiguation in the National
corpus of the Tatar language.

2 The Tatar Language

The Tatar language belongs to the Turkic group that forms a subfamily of Altaic
languages. It is spoken in West-central Russia (in the Volga region) and in the
southern parts of Siberia. The number of Tatars in Russia in 2010 was 5,31 million
people [9]. In 2013, the existing language classifications [12, 13] described Tatar
as an under-resourced language.

3 LSTM model for morphological disambiguation

Model training requires tagged disambiguated texts. The method supposes that
each parse of an ambiguous word and its context is juxtaposed with vectors. In
the first case, the vector is based on its lemma and morphological features, and
in the second case, on the surface forms of the surrounding words; in addition,
the vector can be expanded by morphological features. Here, the context is not
limited to several words of the immediate vicinity of words and can reach the
size of the entire sentence. After that, on the basis of the resulting pair of vectors,
the distribution of conditional probabilities is constructed; from these the most
probable parse is selected as the correct one.
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According to [5], the LSTM model is designed to build a vector representation
of an ambiguous word (vectors are constructed on the basis of the lemma and
morphological features of each of the alternatives, then they are united into
R matrix and the surrounding context (indicated by h vector). After using the
softmax function on the product of R matrix and h vector, the distribution of
probabilities of each parsing option in this particular context is constructed, on
the basis of which morphological ambiguity is resolved in favor of the most
likely alternative:

p(y: = alx) = softmax(Ry, vo h;)
3.1 Vector representation of the ambiguous word and its context

Let us take an ambiguous word with the following morphological parsing:

stem; + tag;, + tag;, + -+ tag;,

where stem; = (stem;,,stem;,,...,stem;x), a lemma K symbols long of
the i parsing option; each tag; ; is the j* tag (morphological feature) of the
i parsing option (which contains L of such tags). To construct the vector of
the lemma, a bidirectional LSTM is used on top of each symbol of the lemma;
for the vector of morphological features, we use a bidirectional LSTM over the
tags. First, the bidirectional LSTM creates g, representation of the input vector
x = (X1, X, .., X7) by computing the direct § and the inverse g sequence, and
combines the two sequences using the Rectified Linear Unit (ReLU).

gt = f(xg ﬁt—1)
9¢ = f(Xt, Grs1)
g = ReLU(gr, 9o).

where f(x, y) is a LSTM function with input values x and y.

Thus, the corresponding vector representations are constructed separately for
the lemma and for the tag sequence (morphological features). Next, the resulting
vectors are combined using the hyperbolic tangent:

= tanh(gstemi + gtagi)

Next, r; vectors are combined into R matrix, where each row belongs to a
particular parse.
R =[r,1y, .., 1y]
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Fig. 1. LSTM neural network architecture for obtaining a vector representation of the
morphological parse

One of the methods for constructing the context vector described in [5] is to
use only the surface forms of the surrounding words (without morphological
features). For this, the bidirectional LSTM model is used over each x, word,
constructing a separate vector for each word. Then for the left context, the vectors
are assembled from right to left, and for the right context — from left to right (see
Fig. 2.). After that, the vectors are combined using the hyperbolic tangent:

Et = f(xs Et—l)
= f(xe Et+1)

h, = tanh(&, + ¢,)

Next, in order to perform the morphological disambiguation, the distribution
of alternative probabilities is constructed — for this, soffmax function from the
product of h, vector and R matrix is taken, and the most probable parse is selected
as the correct one (according to the same formula as described in the previous
section):

p(y: = alx) = softmax(Ry, vo h;)

Sometimes, surface forms of the surrounding words in the context are not
enough for morphological disambiguation. Apart from these, it is necessary that
all ambiguities in the surrounding words are resolved, i.e. data on the lemma and
on all morphological features corresponding to the given context are needed. In
such cases, the remedy is sequential disambiguation, when information about the
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Milli Savunma dovizli askerlik konusunda ¢ozim arayisina girdi

-
.

Fig. 2. Neural network architecture for obtaining a context vector.

allowed option is transmitted further, and the next case of ambiguity is resolved
on its basis (in [5], this approach is defined as Left-to-Right).

In such cases, the LSTM model builds a vector based on the lemma and
morphological features of the word from the context (if they are ambiguous,
then the one in favor of which the disambiguation was made is selected) and thus
m, vector is calculated and then the disambiguation is performed:

mt :f(}" Ati’ mt—l)

where 7{ is a vector from th, the parsing option selected at the previous
disambiguation stage.

t+1 _ t+1 t+1
T - tanh(gstemi + Ytag; + mt)

t+1

thﬂ - [7”1 t+1 t+1]

Ty e Ty

POy = alx,y1, Y2 ) Vi1) = Softmax(Ry, X hy)
y= argmaXyeyy HiT=1 Pelx, 1,52, Ve-1)

4 Data preparation

At the initial stage of work, statistical data on the frequency of word forms with
multivariate parses, presented in Table 2, were obtained from the text base of the
National corpus of the Tatar language “Tugan tel” [3]. The morphological module
implemented on the basis of the HFST toolkit is used for the morphological
tagging of the corpus. [14].
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Table 2. Distribution of morphological parsing options

Parsing options Number Share in the corpus
;‘ﬁﬁlij;‘i‘;’:;;’rfsvgsord forms with 5.650.820 25,75%
2 parses 4.282.108 19,51%
3 pares 1.045.392 4,76%
4 parses 296.547 1,35%
5 and more parses 26.773 0,12%
Total in the sample 21.940.452 100%

The total volume of the corpus at this stage was 21.940.452 tokens; the share of
tokens with multivariate parses was 25.75%.

At the same time, the maximum length of the word form presented in the
corpus consists of the stem and twelve grammatical affixes.

To carry out experiments with model training, it was necessary to have a
morphologically disambiguated corpus. The part of socio-political sub-corpus of
the National corpus of the Tatar language “Tugan tel” was used as training data.
The sub-corpus statistics are given in Table 3.

Table 3. Statistics of the training and test samples on the socio-political corpus

Training sample Test sample
Number of contexts (sentences) 54.580 944
E&*I?c’:’lf;ﬁ‘:;t)‘)kens (including 600.430 11.655
Number of multivariate parses 125.480 (21%) 2.527 (21%)
Number of unique word forms 29.953 2.788
Number of unique lemmas 7.117 1.226
Number of unique morphological forms 1.898 346

Manual morphological disambiguation of the socio-political sub-corpus was
carried out by experts using a Web-based toolkit for morphological disambiguation
in the corpus of the Tatar language [15].

Manual morphological disambiguation was organized in several stages.

At stage 1 selected texts from socio-political sub-corpus were automatically
tagged using the morphological analyze. Then certain types of ambiguity were
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automatically disambiguated where possible, as well as redundant and incorrect
parses were removed.

At stage 2 annotators performed manual disambiguation using web-toolkit for
morphological disambiguation in dialog mode. They selected the right parsing
option based on the context.

At stage 3 main experts performed total manual review of the tagged texts
disambiguated at stage 2. This double-checking helped us make sure that the
tagging and disambiguation of the training data is correct.

As a result, for our experiments 56.524 morphologically disambiguated
sentences were prepared.

5 Experiments and Evaluation

As one can see from Table 2, the tagged data sample was divided into a training
sample and a test sample. LSTM models were trained only using the training
set, and the test sample was used just for testing. Based on approach described
in [5], we considered each sentence to be a minibatch for training. The objective
function used for training was the total cross-entropy loss between the selected
parse and the correct parse for every token in the sentence. Stochastic gradient
descent and backpropagation were used to adjust the parameters for our model.
All LSTMs in our models were trained with a single hidden layer. We used a
hidden dimension size of 100 for the tag, stem, and surface form LSTMs and 200
for the context and previous parse LSTMs.

Tables 4, 5 provide an estimate of the accuracy of several indicators: lemma
recognition, morpheme sequence recognition and disambiguation.

Table 4. Indicators of accuracy of recognition of lemmas and morpheme sequences

Indicators LSTM NN

Lemma Recognition Accuracy 11299 / 11655 = 96.94%

Morpheme Sequence Recognition Accuracy 11127 /11655 = 95.46%

Table 5 shows how the algorithm processes the different types of ambiguity
according to the number of parsing options. As expected, the best result is for
words with only two parsing options: 84.61%, when overall accuracy is 79.10%.
In one hand, more variants increase complexity, in another hand, such words
(see Table 2) do not have enough examples, so as a result, model lacks accuracy
with them.
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Table 5. The number of morphological parsing options and accuracy of disambiguation

Number of options LSTM NN
n=2 1545/ 1826 = 84.61 %
n=3 268 /424 =63.21 %
n=4 141/192=73.44%
n=5 7/9=177.78%
n=6 37/72=5139%
n=7 0/2=0.00%
n=8 0/1=0.00%

Total 1999 /2527 =79.10%

The results of LSTM are virtually close to those of other disambiguation methods.
The main benefit of the proposed method is that the model can be trained taking
into account the size and peculiarities of the context. So the highest accuracy
rate of the morphological disambiguation in the corpus of the Tatar language was
achieved with the construction of vectors taking into account all the words in the
sentence as the surrounding context. In addition, the vector of the surrounding
context was expanded using morphological features.

6 Conclusions

This paper presents the results of work on morphological disambiguation of the
Tatar language using the neural network model based on the LSTM architecture.
Given the limited set of corpus data for training, the results of experiments showed
a fairly good level of accuracy for morphological disambiguation, 79.10%. We
believe that the lower accuracy of the neural network model is primarily related
to the amount of training data, since systems with neural networks are not
sufficiently effective when training on a limited set of data.

At the same time, the obtained results can be effectively used in creating a
morphologically disambiguated “golden” sub-corpus, significantly reducing the
number of multivariate parses requiring manual morphological disambiguation.
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Abstract. In this article we present dataset for the Kazakh language for
the language modeling. It is an analogue of the Penn Treebank dataset for
the Kazakh language as we followed all instructions to create it. The main
source for our dataset is articles on the web-pages which were primar-
ily written in Kazakh since there are many new articles translated into
Kazakh in Kazakhstan. The dataset is publicly available for research pur-
poses'. Several experiments were conducted with this dataset. Together
with the traditional n-gram models, we created neural network models
for the word-based language model (LM). The latter model on the basis
of large parameterized long short-term memory (LSTM) shows the best
performance. Since the Kazakh language is considered as an agglutinative
language and it might have high out-of-vocabulary (OOV) rate on unseen
datasets, we also carried on morph-based LM. With regard to experimen-
tal results, sub-word based LM is fitted well for Kazakh in both n-gram
and neural net models compare to word-based LM.

Keywords: Language Modeling, Kazakh language, n-gram, neural lan-
guage models, morph-based models.

1 Introduction
The main task of the language model is to determine whether the particular se-
quence of words is appropriate or not in some context, determining whether the

sequence is accepted or discarded. It is used in various areas such as speech rec-

! https://github.com/Baghdat/LSTM-LM/tree/master/data/
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ognition, machine translation, handwriting recognition [1], spelling correction
[2], augmentative communication [3] and Natural Language Processing tasks
(part-of-speech tagging, natural language generation, word similarity, machine
translation) [4, 5, 6]. Strict rules may be required depending on the task, in which
case language models are created by humans and hand constructed networks are
used. However, development of the rule-based approaches is difficult and it even
requires costly human efforts if large vocabularies are involved. Also usefulness
of this approach is limited: in most cases (especially when a large vocabulary
used) rules are inflexible and human mostly produces the ungrammatical se-
quences of words during the speech. One thing, as [7] states, in most cases the
task of language modeling is “to predict how likely the sequence of words is”,
not to reject or accept as in rule-based language modeling. For that reason, sta-
tistical probabilistic language models were developed.

A large number of word sequences are required to create the language models.
Therefore the language model should be able to assign probabilities not only for
small amounts of words, but also for the whole sentence. Nowadays it’s possible
to create large and readable text corpora consisting of millions of words, and
language models can be created by using this corpus.

In this work, we first created the datasets for the language modeling experi-
ments. We built an analogy of the Penn Treebank corpus for the Kazakh language
and to do so we followed all preprocessing steps and the corpus sizes. The Penn
Treebank (PTB) Corpus [8] is widely used dataset in language modeling tasks in
English. The PTB dataset originally contains one million words from the Wall
Street Journal, small portion of ATIS-3 material and tagged Brown corpus. Then
[9] preprocessed this corpus, divided into training, validation and test sets and
restricted the vocabulary size to 10k words. From then, this version of PTB cor-
pus is widely in language modeling experiments for all state of the art language
modeling experiments. We made our dataset publicly available for any research
purposes. Since there are not so many open source corpora in Kazakh, we hope
that this dataset can be useful in the research community.

Various language modeling experiments were performed with our dataset.
We first tried traditional n-gram based statistical models, after that performed
state-of-the-art Neural Network based language modeling experiments. Neural
Network experiments were conducted by using the LSTM [10] cells. LSTM
based neural network with large parameters showed the best result. We evaluated
our language modeling experiments with the perplexity score, which is a widely
used metric to evaluate language models intrinsically. As the Kazakh language
is agglutinative language, word based language models might have high por-
tion of out of vocabulary (OOV) words on unseen data. For this reason, we also
performed morpheme-based language modeling experiments. Sub-word based
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language model is fitted well for Kazakh in both n-gram and neural net models
compare to word-based language models.

2 Data preparation

We collected the datasets from the websites by using our manual Python scripts,
which uses BeautifulSoup and Request libraries in Python. These collected data-
sets were parsed with our scripts on the basis of the HTML structure. The data-
sets were crawled from 4 web-pages, whose articles originally written in Kazakh:
egemen.kz, zhasalash.kz, anatili.kazgazeta.kz and baqg.kz.
These web-pages mainly contain news articles, historical and literature texts.
There are many official web-pages in Kazakhstan which belong to state bodies
and other quasi-governmental establishments where texts in Kazakh could be
collected. However, in many cases, these web-pages provide the articles, which
were translated from the Russian language. In these web-pages, the news articles
at the beginning will be written in Russian, only then, these articles translated
into Kazakh. These kind of datasets might not well show the inside nature of the
Kazakh language, as during the translation, the structure of the sentences and the
use of words changes. We barely see the resistant phraseological units of Kazakh
in these translated articles, instead we might see the translated version of the
phraseological texts in other language. [11] studied original and translated texts
in Machine translation, and found out that original texts might be significantly
differing from the original texts. For this reason, we excluded the web-pages
which might have translation texts. We choose the web-pages whose texts origi-
nally written in Kazakh. The statistics of datasets is given in Table 1.

Table 1. Statistics of the dataset: train, validation and test sets shown separately for each

source.
Sources # of documents  # of sentences # of words
egemen.kz 950/80/71 21751/1551/1839  306415/22452/26790
zhasalash.kz 1126/83 /95 8663/694/751 102767/8188/9130
anatili.kazgazeta.kz 438/32/37 23668/1872/2138 311590/23703/27936
baq.kz 752/72/74 13899/1082/1190 168062/13251/14915
Overall 3266/267/277 67981/5199/5918 886872/67567/78742

After collection of the datasets, we preprocessed the datasets by following [9].
First, all collected datasets were tokenized using Moses [12] script. We added
non-breaking prefixes for Kazakh in Moses, so as not to split the abbreviations.
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Next preprocessing steps involved: lowercasing, normalization of punctuations.
After normalization of the punctuations, we removed all punctuation signs. All
digits were replaced by a special sign “N”. We removed all sentences whose
length is shorter than 4 and longer than 80 words and also duplicate sentences.
After these operations, we restricted the vocabulary size with 10000: we found
the most frequent 10000 words and then replaced all words with ‘<unk>’, which
are not in the list of the most frequent words.

After preprocessing of the datasets, we divided our datasets into training,
validation and testing sets. We tried to follow the size of the Penn Treebank
corpus. Since our datasets were built from the four sources, we tried to split all
sources in the same proportion into training, validation and test sets. Since, the
contents in each source might differ (for example, in egemen.kz there are mostly
official news, on the other hand anatili.kazgazeta.kz contains mainly historic,
literature articles), we avoid having one source as training and others only for
testing or validation. For this reason, we split each source with equal portions.
Our datasets divided into training, validation and test sets on the document level.
The statistics about training, validation and test sets is given in Table 2. Note,
overall sentence and word numbers might not be the sum of all columns, because
we exclude the repeated sentences. To compare the size, at the end, we provide
the statistics of the Penn Treebank corpus.

Table 2. Statistics about the training, validation and test sets.

Sources Train set Validation set Test set
egemen.kz 306415 22452 26790
zhasalash.kz 102767 8188 9130
anatili.kazgazeta.kz 311590 23703 27936
baq.kz 168062 13251 14915
Overall 886872 67567 78742
Penn Tree Bank dataset 887521 70390 78669

3 N-gram based models

The main idea behind the language modeling is to predict hypothesized word
sequences in the sentence with the probabilistic model. “N-gram models predict
the next word from the previous N-1 words” and it is an N-token sequence of
words, [13] for example, if we say two-gram model (or more often it is called a
bigram model) it is two-word sequence such as “Please do”, “do your”, “your

homework” and three gram model consists of the three-word sequences and so
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on. As [13] states, in n-gram model, the model computes the following word
from the preceding. The N-gram idea can be formulated as: given the pervious
word sequence and find the probability of the next words. During the computing
of probabilities of the word sequences it’s important to define the boundaries
(punctuation marks such as period, comma, column or starting of the new sen-
tence from the new line) in order to prevent the search from being computation-
ally unmanageable.

Formulated mathematically, the goal of a language model is to find the probabil-
ity of word sequences, P(w,, ..., w ), and it can be estimated by the chain rule of
a probability theory:

Pw, ..., w)=Pw)xPw,|lw)x..xPw|w, ..,w ) (1)

There is a notion about history, for example, in the case P(w,|w, w,, w,), (W, w,,
w.,) considered as the history. This probability is found based on frequency.

We can write the formula for all cases bigram and trigram models as:
Pwlw,..w_)=Pwlw_) 2)
Pwlw,..w_)=Pw|w_w._) 3)

This assumption helps to reduce the computation and allows probabilities to be
estimated for a large corpus. Also the assumption probability of the word which
depends on the previous n words (or previous 3 words for a trigram) is called
a Markov assumption. This Markov model [14] assumes that it is possible to
predict the probability of some future cases without looking deeply into the
past.

By using a Markov assumption, we can find the probability of the sequence
of words by the following formula:

Pw, ...,w)=TIPwlw,..w_)=Twwlw_) 4
for bigram model and for trigram:
=[wiw,_w.) ()

Up to recently, n-gram language models widely used in all language modeling
experiments. In Kazakh, n-gram based language models still used in Speech
Processing [15] and Machine translation [16] tasks. We trained n-gram models
with the SRILM toolkit [17] with adding 0 smoothing technique. For our
dataset, using of the modified Kneser-Ney [18] or Katz backoff [19] algorithms
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showed poor results, (543.63 on the test set), as there are many infrequent words
replaced by ‘<unk>’ sign, and only high gram models might work well. Adding
0 smoothing technique showed best performance for n-gram models. The results
are given in Table 3.

4 Neural LSTM based models

In this experiment, we performed Neural LSTM-based language models. There
are many types of neural architectures, which also applied successfully for
the language modeling tasks. Starting from the work of [20] there are many
Recurrent Neural Architectures proposed. With Recurrent Neural Networks, it’s
possible to model the word sequences, as the recurrence allows to remember the
previous word history. Recurrent Neural Network can directly model the original
conditional probabilities:

Pw, ...w)=[IPw|w,..w_) 6)

To model the sequences, f function constructed via recursion, initial condition is
given by s, = 0 and the recursion will be #=f{x, h_,). Here, h is called hidden
state or memory and it memorizes the history from x, up to x_,. Then, the output
function is defined by combination of h, function:

Pw, .. w)=g (h) (7

f can be any nonlinear function such as tanh, ReLU and g can be a softmax
function.

In our work, we followed [21] who presented a simple regularization
technique for Recurrent Neural Networks (RNNs) with LSTM [10] units.
[22] proposed dropout technique for regularizing the neural networks, but this
technique does not work well with RNNs. This regularizing technique is tent to
have overfitting in many tasks. [21] showed that the correctly applied dropout
technique to LSTMs might substantially reduce the overfitting in various tasks.
They tested their dropout techniques on language modeling, speech recognition,
machine translation and image caption generation tasks.

In general, LSTM gates’ equations given as follow:

£, =0V [C, , by, 5] b)) ®)
i, = 0(W[C, b, 3] b)) ©
0,=a(W[C, h_, x]+b]) (10)

g, = tanh(WJC, h, , x]+b ]) (11)
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Then the state values computed by using the above gates:

Clt:fO clt-] +iOg (12)
I, =0 © tanh(c') (13)

The dropout method by [21] can be described as follows: if there is a dropout
operator, then it forces the intermediate computation to be more robustly, as the
dropout operator corrupts the information carried by the units. On the other hand,
in order not to erase all the information from the units, the units remember events
that occurred many time steps in the past.

We also implement our' LSTM based Neural Network models using
TensorFlow [23]. We trained regularized LSTMs of three sizes: the small LSTM,
medium LSTM and large LSTM. Small sized model has two layers and unrolled
for 20 steps. Medium and large LSTMs have two layers and are unrolled for 35
steps. Hidden size differs in three models: 200, 650 and 1500 for small, medium
and large models respectively. We initialize the hidden states to zero. We then
use the final hidden states of the current minibatch as the initial hidden state of
the subsequent minibatch.

Our experiments showed that the LSTM based neural language modeling
outperforms the n-gram based models. Large and Medium LSTM models shows
better results than the n-gram add 0 smoothing method (Note, for n-gram Kneser-
Ney discounting method we got poor results). Our experiments show that the
using of the Neural based language models have better performance for Kazakh.
The results are given in Table 3.

Table 3. Word-based language modeling results.

Neural LM
n-gram
small medium large
Train ppl 93.81 68.522 67.741 63.185
Validation ppl 129.6537 143.871 118.875 113.944
Test ppl 123.7189 144.939 118.783 115.491

5 Sub-word based language models

In the last section, we experimented with the sub-word based language models.
The Kazakh language as other Turkic languages is an agglutinative language,

! https://github.com/Baghdat/LSTM-LM
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the word forms can be obtained by adding the prefixes. This agglutinative
nature may lead on having the high degree of the out-of-vocabulary (OOV)
words on unseen data. To solve this problem, depending on the characteristics
of individual languages, different language model units were proposed. [24]
studied different word representations, such as morphemes, word segmentation
based on the Byte Pair Encoding (BPE), characters and character trigrams. Byte
Pair Encoding, proposed by [25], can effectively handle rare words in Neural
Machine Translation and it iteratively replaces the frequent pairs of characters
with a single unused character. Their experiments showed that for fusional
languages (Russian, Czech) and for agglutinative languages (Finnish, Turkish)
character trigram models perform best. Also, [26] considered syllables as the
unit of the language models and tested with different representational models
(LSTM, CNN, summation). As they stated, syllable-aware language models fail
to outperform character-aware ones, but usage of syllabification can increase the
training time and reduce the number of parameters compared to the character-
aware language models.

By considering these facts, in this section we experimented with the sub-word
based models. Morfessor [27] is a widely tool to split the datasets into morpheme-
like units. It used successfully in many agglutinative languages (Finnish, Turkish,
Estonian). As for now, there is no syllabification tool for Kazakh, we also used
Morfessor tool to split our datasets into morpheme like units.

After splitting the datasets, we performed language modeling experiments on
morpheme like units. The results are given in Table 4. By looking at the results,
we can say that splitting the words into morpheme-like units benefits in terms of
OOV and perplexity in both n-gram and neural net based models.

Table 4. Morph-based language modeling results.

Neural LM
n-gram .
small medium large
Train ppl 32.39255 19.599 24.999 25.880
Validation ppl 44.11561 50.904 41.896 40.876
Test ppl 44.39559 47.854 38.180 37.556

6 Conclusion

In this work we created analogy of the Penn TreeBank corpus for the Kazakh
language. To create the corpus, we followed all instructions for preprocessing
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and the size of the training, validation and test sets. This dataset is publicly
available for the research purposes. We conducted language modeling
experiments on this dataset by using the traditional n-gram and LSTM based
neural networks. We also explored the sub-word units for the language
modeling experiments for Kazakh. Our experiments showed that neural based
models outperform the n-gram based models and splitting the words into
morpheme-like units has advantage compared to the word based models. In
future, we are going to create the hyphenation tool for the Kazakh language,
as Morfessor’s morpheme-like units are data-driven and sometimes there are
incorrect morpheme-like units.
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Abstract. The article considers new approaches to logical analysis of meta-
phors and presuppositions. Arguments are given in favor of the necessity for
a contradiction to be present in metaphors. It is established that logical model
of presuppositions also contains a contradiction, but, unlike in metaphors,
here it can be eliminated without distortion the meaning of the phrase.

Keywords: metaphor, presupposition, logical model, contradiction.

1 Introduction

In natural languages, including scientific texts and journalism, and especially in
subsets of natural languages used in computers, any contradiction is considered
to be an undesirable component, which should be avoided as much as possible.
At the same time, contradictions are inevitable and, as a rule, they stimulate
criticism and development of our knowledge. However, situations are widely
known where contradictions are considered not disadvantages, but advantages of
a language. These include metaphors, which will be shown to not exist without
a hidden or obvious contradiction. In addition, we will put forward arguments
in favor of the necessity for a contradiction to be contained in the logical model
of presupposition. Conversely to the metaphor, in this case it can be eliminated
without distorting the meaning of the text.

Let us clarify what is meant here by a contradiction. In formal logic, a
contradiction is defined as an identically false logical formula in which any
substitutions for any interpretation are false. For example, formulas A A —A and
(A>B) A (AD>—B) A A contain contradictions. In natural reasoning, the concept
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of contradiction is broader: a situation is considered a contradictory one when an
object is supposed to exist within the situation and this object has incompatible
properties. Consider an example when the following premises are given:

1) All my friends are braggarts.

2) All my friends are not rowdies.

3) All braggarts are rowdies.

To analyze this reasoning, we can use the means of propositional calculus [1]
or partially ordered sets [2], but we will use a relatively simple system of logical
inference described in [3] and based on QC-structures.

A QC-structure (abbreviated from quasi-complement) is a partially ordered
set (poset) that has the smallest (0) and the largest (1) elements and a quasi-
complement operation with the following properties:

(i) for any element 4 of a poset, there exists or can be computed a single
element A called the quasi-complement of 4,

(ii) for any element 4, the equality 4 = A4 is satisfied,; o

(iii) for any two elements 4 and B, if A < B, the contraposition B<A4 is
correct.

This mathematical system completely describes properties of all types of
partially ordered sets, multisets, and fuzzy sets. This system is proved to not
comply with the law of the excluded middle, which is typical, in particular, for
fuzzy sets and multisets. But if we extend the axioms of quasi-complement with
the property: _

(iv) for any element A4, the relation 4 < A is admissible only for the case when
A=0and 4 =1,

we obtain a poset that has all properties of the inclusion relation in algebra of
sets. Such kind of QC-structures is called Euler’s logical structure (the name is
due to the fact that these structures correspond to the properties of Euler’s circles
(or diagrams)) abbreviated as E-structure. In E-structures, the order relation is
usually denoted by the symbol “c”.

Universal affirmative propositions of the type “All 4 are B” or “The property B
is inherent to the object A” can be represented as set inclusions: 4 — B, Universal
negative propositions of the type “All 4 are not B” we model as 4 — B . Unlike
Aristotelian syllogistics, the reasoning system [3], in accordance with a more
accurate modern conception of logical deduction, admits arranging premises in
an arbitrary order (in syllogistics, conclusions change in some cases, when the
order of premises changes), and the first premise of a statement may be negative,
which is not recommended in syllogistics.

If there are no particular judgments in a system of premises [3], it is sufficient
to use only two laws of algebra of sets as rules of inference, namely:
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1) contraposition (A < B is equipotentto B < A4) and

2) transitivity (A < Band B < Cinfer 4 < C).

To reduce complexity of calculations when working with a large number of
initial premises of the type X ¥, it is recommended to apply the contraposition
law for all premises of reasoning first, after which all other consequences can be
obtained by using the law of transitivity.

A contradiction in the broad sense (a paradox collision [3]) is stated here in
the case when an inference results in at least one premise of the type X < X .

Denote F for my friends, B as braggarts, R as rowdies. Then the premises
can be written as logical formulas: 1) F < B; 2) F < R ; 3) B < R. Consider the
corollaries. By the contraposition rule, F < R derives R < F', and B < R infers
R < B . According to the transitivity rule, F < Band B Ryield Fc R, F <
R and R < B inferFc B,while FcRandRc F deduce Fc F'.

If we translate the resulting consequences into a natural language, we will
see that “my friends” have opposite properties: they are “braggarts” and “not
braggarts”, “rowdies” and “not rowdies”, and eventually it turns out that “my
friends” are “not my friends”.

If we use the language of propositional calculus for this reasoning system, the
inclusion X c Y shall be replaced with the implication X © ¥, complement of the
set X is equal to the negation —X, and the totality of premises shall be united by
using the symbol of conjunction (A).

Then the enumerated premises can be expressed in the form of the logical
formula: (F > B) A (F D —R) A (B D R). Analysis that is not included here shows
that this formula is not identically false. Hence, there is no formal contradiction,
but the object “my friends” does not exist here. In natural reasoning, such a
broad-sense contradiction denotes non-existence of a presumably existing object.
In [3], it is called a paradox collision. It would be a good idea to use this term
in order not to confuse the broad-sense contradiction with a formal one, but we
propose to keep the more common name in this article. We define this case as a
paradox since the object F'is assumed to be true (that is, [ have friends), while the
premises yield that this object is false. This situation can be reduced to a formal
contradiction, if we add what is meant (in this example, the formula F), to the
initial premises. Then, it is easy to prove that the formula

FAFDSDB)AFDR)A(BDR),
which includes the implicitly expressed premise, is formally contradictory.
Indeed, as proved above, the sub-formula (F > B) A (F D —R) A (B D R) infers
—F, and the formula F' A —F is contradictory.

The simplest logical model of a contradiction of the given type is defined by
the formula 4 A (4 © B) A (A D —B), which can be expressed by the following
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phrase: “The object 4 is true; at the same time it has the property B and does
not have the property B”. This formula is easy to prove to be equivalent to the
formula —4, but this does not mean that the given formula is identically false,
since it contains a dummy variable B, whose value can be either true or false. In
general case, we will consider a reasoning contradictory (in the broad sense), if its
formalization and logical analysis reveal a variable X that denotes a presumably
existing object and assumes the false value only.

2 Logical Model of Metaphors

A metaphor is a word (in general, an expression) that is intentionally used in the
text instead of another (replaced) word (expression) based on some incomplete
coincidence of meanings of these words (expressions). Such incomplete coin-
cidence of meanings in the definition of a metaphor is essential; otherwise it is
difficult to distinguish a metaphor from a synonym. Sometimes a metaphor is
defined as an action. For example, “Metaphor is the transfer of a name from one
subject or phenomenon to another based on their similarity in some respect.”
As O. N. Laguta [4] noticed, definitions of this kind use a metaphor (the word
“transfer” is a metaphor). Note that usage of metaphors in any science is more
likely a rule than an exception (for instance, locutions like “the effect of gossip”
in chemical reactions, “black hole”, “solar corona”, “vertebral column”, “com-
puter virus”, “lattices” in mathematics, etc.).

The concept of metaphor was known even in ancient Greece. Here is the
Aristotle’s definition: “Metaphor is a transfer of a word with an altered meaning
from a genus to a species, from a species to a genus, or from a species to another
species, or in the form of proportion.” Metaphor is considered in numerous
scientific works throughout the course of human history, beginning with antiquity.
At present, the growth of research interest to the metaphor is associated with
formation of cognitive science [4 — 7].

Interest to the metaphor becomes more intense and rapidly widens,
capturing different fields of knowledge, namely philosophy, logic, psychology,
psychoanalysis, hermeneutics, literary criticism, philology, theory of fine arts,
semiotics, rhetoric, linguistic philosophy, and various schools of linguistics
[5]. Due to this increased interest, a new science has emerged, whose name is
“metaphorology” [4].

Let us consider some logical models of the metaphor. In [4], a logical model
based on the “deviatological approach” is considered, where the metaphor
manifests itself as some logical anomaly. Within this approach, a deviation
from logical norms is detected when a metaphor is a convoluted deduction
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(enthymeme), i.e., an inference with a missed premise. As an example, in [4]
the metaphor “Admiralty Needle” (in the quoted text, it is “the Needle of the
Admiralty”) from Pushkin’s poem “The Bronze Horseman” is used. Obviously,
the “needle” replaces the word “spire” in this case. The following inference is
proposed.

The minor premise:

This spire (architectural element) (S) is very long in relation to its own
diameter, straight, with a point (M).

The major premise:

[Everyone knows that] some (tools) are long in relation to their own diameter,
straight, with a point (M); they are needles (P).

Conclusion: The spire (S) is a needle (P).

Note that in this example, “deviation” is not only a “convolution” of the
inference. According to the rules of syllogistics and formal logic, the conclusion
“A spire is a needle” cannot be deduced from the initial premises, even if you
do not take into account the bracketed differences (“architectural element” and
“tool”). The reason is that the major premise is formulated as a private assertion
(it contains the word “some”), so the syllogism turns out to be wrong, and the
given conclusion is nondeductive.

In order to correctly formulate a logical model of the metaphor, it is necessary
to recognize that such a model necessarily contains a contradiction. Traditionally,
it is considered that only some properties of an object or a phenomenon, denoted
by a metaphor, coincide with properties of an object denoted by a replaced word.
At the same time, in the numerous definitions of the metaphor, the differences
in meanings of the word-metaphor and the replaced word are not sufficiently
emphasized; just this feature of the metaphor determines many of its remarkable
attributes and, moreover, distinguishes it from another linguistic phenomenon —
synonymy.

Consider the same example. We designate S as a spire, M as a very long
object with respect to its own diameter, straight, with a point, P denotes a needle,
A means an architectural element, and T is a tool.

Letus formulate the correct premises taking into account the above distinction.
Then we obtain:

SOM;PoM;So>A;PoT; Ao —T.

The last premise affirms that properties “architectural element” and “tool”
are incompatible. To analyze these premises, we use the inference system [3]
again. Analysis shows that there are no contradictions in the totality of the above
premises.
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Let us construct some corollaries. By the contraposition rule, the judgment
P o T yields =T > —P, and the statements S > A, A > —T and —T > —P infer
S o —P by the transitivity rule (i.e., a spire is not a needle). Hence, it is clearly
impossible to deduce the proposition "a spire is a needle" as a consequence of
these premises. And if we add the statement S > P (that is, the proposition that
defines the metaphor) to the system of premises, we will obtain the expression
—S as one of the consequences (i.e., the logical variable "spire" takes the value
"false"). To obtain a formal contradiction, it suffices to add the formula S to the
premises, which means that the replacing word "spire" is true.

If we use the means of mathematical logic, then this and any other metaphor
is restored and reproduced by the logical formula

SACBOM)APOMIASOAAPODTIAAD-T)A((SDP), (1)

where S is a metaphor, P is a replaceable word, M stands for the matching
properties of objects denoted by S and P, A is a property of the object S, T is a
property of the object P.

It is not difficult to prove that the latter formula is formally contradictory.

The question is as follows: what role does the contradiction play in the
metaphor? Part of the answer to this question can be found in the work of
P. Ricoeur [6]. He believes that the contradiction in metaphors creates tension
between terms, which is the essence of metaphorical meaning.

Hence, in order to increase this «tension» and, accordingly, the aesthetic
attractiveness of a metaphor, the difference in values between the metaphor word
and the replaceable word must be as large as possible; not just different gradations
of the values for one property (for example, like «architectural element» and
«tool « in the above metaphor), but the values should be close to the level of
antonyms (a small needle and a huge spire). This is one of the main features of
metaphors, in which a «strong» contradiction is a necessary component.

From the point of view of logical analysis, this situation occurs not only
in metaphors. For example, in reasoning by analogy, properties of one object
are matched with properties of another object based on coincidence of certain
properties. Similar identification occurs in some models of case-based reasoning
[8]. With this in mind, it makes sense to generalize the paradox arising in
metaphors to the numerous cases of matching for various objects by means of
replacing their names. To do this, let us consider the paradox of identification.
Assume there exist an initial object O and its analogue A, and these objects have a
common set of properties PC. The object O is also known to have properties PO,
and object A has some incompatible properties PA, which can be expressed by
the formula PA > —PO. Then the logical model of identification can be expressed
using the formula



Roles Contradictions Play in Logical Models of Metaphors and Presuppositions 59

AAADPC)A(ODPC)A(ADPA) A(ODPO)A(PAD—-PO)A(ADO),

in which the subformula A > O denotes the procedure for replacing the original
object with an analogue, and the subformula A at the beginning is an assertion of
the trueness of the analogue. It is easy to verify that this formula, as well as its
similar formula (1), is contradictory.

The paradox of identification does not refute frequently encountered and very
useful reasoning by analogy or case-based reasoning. This paradox is valid only
in cases where the original object and its analogue are identified and investigation
reveals incompatibility of some their properties.

3 Presupposition

It is easy to find the term “presupposition” (the term “assumption” is prefer-
ably used in papers in English) in publications on logic and philosophy [9 — 15],
linguistics [16], cognitive science [17], neuro-linguistic programming (NLP)
[18, 19], etc. This concept has several differing definitions. We will hold this one:
Presupposition is an assertion stipulated (or considered to be true) when analyz-
ing a major assertion or question, while negation or falsity of the major statement
does not influence trueness (or falsity) of the presupposition.

For example, the proposition “John has returned back in his family”
presupposes that he had gone from the family one day. Evidently, the phrase
inverse to the major statement, i.e., “John has not returned to his family”’) does not
change the trueness of this presupposition. Conversely, the sentence “Peter had
enough money to buy a smartphone” cannot be correctly used as a presupposition
for the proposition “Peter bought a smartphone in a store” since the negation of
the major statement, namely “Peter did not buy a smartphone”, can be caused
in particular by the reason that Peter did not have enough money to pay at that
time. Presuppositions are often included in the major statement explicitly. For
instance, the phrase “Richard did not know that wolves were found in this forest”
clearly presupposes that “There are wolves in this forest.”

Hidden presuppositions often cause subconscious perception of some
assertions. Sometimes, this is used to manipulate attitudes of people, i.e., to
manipulate consciousness [18]. The same can be applied for advertising and in
disputes for asking “tricky” questions implicitly presupposing a misdeed of the
adversary. Such questions can look like “Do you continue to beat your father?”
or “Are you going to return the stolen goods?”.

The concept of presupposition was also studied in detail by E. V. Popov [20]
during his research in artificial intelligence (AI). His study of communication
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with a computer in natural languages displayed that omitting presuppositions
during automatic translation can lead to distortions in meaning of texts. In
[21], D. A. Pospelov showed how important is to consider presuppositions
in models of inference. Modern publications on AI rarely deal with
presuppositions. For instance, this concept is absent in fundamental Al
monographs like [22, 23]. In accordance with [11], we will further name a
major statement as assertion.

It is easy to find the term “presupposition” (the term “assumption” is
preferably used in papers in English) in publications on logic and philosophy
[9—15], linguistics [16], cognitive science [ 17], neuro-linguistic programming
(NLP) [18, 19], etc. This concept has several differing definitions. We will
hold this one: Presupposition is an assertion stipulated (or considered to
be true) when analyzing a major assertion or question, while negation or
falsity of the major statement does not influence trueness (or falsity) of the
presupposition.

For example, the proposition “John has returned back in his family”
presupposes that he had gone from the family one day. Evidently, the phrase
inverse to the major statement, i.e., “John has not returned to his family”’) does not
change the trueness of this presupposition. Conversely, the sentence “Peter had
enough money to buy a smartphone” cannot be correctly used as a presupposition
for the proposition “Peter bought a smartphone in a store” since the negation of
the major statement, namely ‘“Peter did not buy a smartphone”, can be caused
in particular by the reason that Peter did not have enough money to pay at that
time. Presuppositions are often included in the major statement explicitly. For
instance, the phrase “Richard did not know that wolves were found in this forest”
clearly presupposes that “There are wolves in this forest.”

Hidden presuppositions often cause subconscious perception of some
assertions. Sometimes, this is used to manipulate attitudes of people, i.e., to
manipulate consciousness [18]. The same can be applied for advertising and in
disputes for asking “tricky” questions implicitly presupposing a misdeed of the
adversary. Such questions can look like “Do you continue to beat your father?”
or “Are you going to return the stolen goods?”.

The concept of presupposition was also studied in detail by E. V. Popov [20]
during his research in artificial intelligence (Al). His study of communication
with a computer in natural languages displayed that omitting presuppositions
during automatic translation can lead to distortions in meaning of texts. In [21],
D. A. Pospelov showed how important is to consider presuppositions in models
of inference. Modern publications on Al rarely deal with presuppositions. For
instance, this concept is absent in fundamental Al monographs like [22, 23]. In
accordance with [11], we will further name a major statement as assertion.
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4 Logical Analysis of Presuppositions

Connection problems between explicit and implicit information stimulated logi-
cians in the Middle Ages already [21]. Conversely, linguists consider G. Frege
one of the first researchers who drew scientific attention to hidden statements
in logical analysis. Particularly, he analyzed distinctions between the assertion
in a statement and presupposition(s) for this assertion [24]. He understood pre-
suppositions fairly simply yet, namely only as statements about existence of a
referenced entity. For instance, he regarded existence of a person Mozart as an
only presupposition for the phrase “Mozart died in poverty”.

P. Strawson [9] and B. van Fraassen [10] logically analyzed presuppositions
in detail. Strawson proposed the following definition for presuppositions: a
sentence P is a presupposition of S, if trueness of P is a necessary condition for S
to be true (i.e., S can be either true or false). If P is false, S has no value.

Van Fraassen studied relationships between presupposition and implication.
One his proposed definitions stated as follows:

P is a presupposition of S, if and only if:

(a) if S is true, then P is true,

(b) if (non-S) is true, then P is true.

In propositional calculus, this definition corresponds to the formula:

P is a presupposition of S if (S > P) and (=S o P).

Some studies define presupposition by using the notion of “corollary” rather than
implication: “A statement P is a presupposition of S, if it is a corollary from both
S and from the negation of S.” However, such definitions can cause problems.
For instance in [11], the author noted that the formula (S > P) A (=S > P) is
equipotent to P, that is such interpretation yields fictitiousness of S. Moreover,
many examples of presuppositions show that it usually is a precondition for an
assertion, and the opposite interpretation is wrong. Events used in an assertion
are mostly a prolongation of the events comprising a presupposition, so the
former events may not be considered as preconditions/antecedents.

Sometimes, logical analysis for obtaining a presupposition P for a given statement
S reminds derivation a corollary. For example, the reasoning: "The fact John
used to beat his father (P) can be derived from the fact that John continues to beat
his father (S)" looks likely. However, the more thorough analysis shows that here
we have restoring of a former event rather than deducing P from S.

The above-stated leads us to logically define the presupposition unlike the
mentioned authors do. Suppose we have the assertion (S) "Anthony was late
for school." Evidently, the statement (P) "Anthony was going to school" is a
presupposition of S. The latter sentence is also true if Anthony was not late. If we
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suppose P to be false, S has no sense at all. We cannot consider it false since its
negation ("Anthony was not late for school") is actually false too.

The formal approach results in a paradox when presupposition is treated
as a precondition. As the formula (P o S) A (P © —S) is equivalent to —P, the
identical falsity of the presupposition can be stated, although it is assumed to be
true according to the meaning of the statements. At the same time, no paradox
results from informal analysis of all examples of presuppositions. To study this
controversy, we need to closer investigate examples of presuppositions. For the
assertion "Anthony was late for school", the fact "Anthony was going to school"
is obviously a preceding event for Anthony’s being late (or not late).

Within classical logic, we have to add a new factor into reasoning in order
to explain presupposition as a precondition. Evidently when Anthony went to
school, he could have different reasons to be late (oversleeping, meeting with
friends and talking with them, helping an old woman in crossing a road, and
so on). Conversely, if no such interfering factors occur, Anthony would not be
late. So a presupposition can serve a correct precondition of a major assertion,
if we introduce one or more new factors (attributes, variables) into reasoning. In
our case, this can be a logical variable R clarifying existence or not existence of
reasons for Anthony to be late for school. Obviously, such a factor is necessary
to substantiate some strange features” of presupposition.

To get rid of the paradox, we formulate the following hypothesis. Let an
assertion S and its presupposition P be given, and we add a new variable R called
the relay of an assertion. Within propositional calculus, we obtain:

Hypothesis. If P is a presupposition of a sentence S, then there exists and can
be found a logical variable R such that the expression P A R is a prerequisite of
the sentence S, and the expression P A —R is a prerequisite of the sentence —S.

Then the argument containing the presupposition and the relay of the assertion
can be written by the formula (P A R) © S) A (P A “R) > —=S).

We can find that this formula contains no dummy variables, hence, all
variables (namely, the assertion S, the presupposition P and the relay R) are not
fictitious. Moreover, P can become true or false in this formula, so there is no
paradox in such reasoning.

This hypothesis can be favored by the fact that the trueness of the
presupposition is preserved for any value of the trueness of the assertion. Hence,
it seems quite possible to surmise that the assertion changes its values of trueness
depending on some other factor(s). In addition, analysis of numerous examples
of presuppositions shows that such a factor (i.e., the relay of an assertion) can
always be found.

For instance, the sentence "Alex did not pass the contest to an institute"
can have a presupposition "Alex tried to enter the Institute." The negation of
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the original sentence does not influence the trueness of this presupposition. To
substantiate reasons why Alex passed (or did not pass) this contest, we will need
at least one more attribute (for instance, the level of Alex’s capabilities, term of
his practicing, etc.).

On the other hand, this technique does not explain another "peculiarity" of
presupposition. Namely, if we false or deny a presupposition, the sense of both
assertion and its negation is lost. For example, the sentence "Jones has hitherto
been sick" can serve a presupposition for the assertion "Jones has recovered."
If we deny the presupposition, neither assertion nor its negation makes sense
since Jones did not recover. Other examples of presupposition display the same
feature.

Explanation of this phenomenon is assumed to be beyond the binary logic,
i.e., a non-classical logic should be used as an analysis tool [11, 15]. However, it
is possible to solve this problem within the framework of classical logic by using
a rule-based knowledge representation system.

Consider what happens when denying a presupposition. The presupposition is
implicitly present in the values of both assertion and its negation (both "somebody
was late to school" and "somebody was not late to school" imply that "someone
was going to school"). Thus we can explain why negating a presupposition leads
to inconsistency of both the assertion and its negation to the meaning of the
modified presupposition: the meaning of the presupposition has changed, and
the meanings of the assertion and its negation still imply the former meaning
of the presupposition. At the same time, we can assume that when changing a
presupposition, the assertion shall also be changed in order to either imply the
modified presupposition or to skip a premise associated with the new assertion
and the initial presupposition. Hence, the new assertion has to admit a value
that differs from the values of the initial assertion and its negation. Then the
previous values of the assertion are not the negations of each other, but simply
incompatible situations (in our example, the value "did not come" becomes
possible in addition to the values "was late" and "arrived on time").

If an assertion is represented as a logical variable, many researchers consider
non-classical logic a necessary tool for modeling presuppositions. In this model,
assertion can take three values rather than two. To remain in the classical
framework, it is sufficient to assume that the variables P, R, and S, which
respectively stand for presupposition, relay of assertion and assertion itself, are
not logical variables, but unary predicates that have 2, 2, and 3 possible values,
correspondingly. To model presupposition within this model, we can use a rule-
based knowledge base that can be represented by means of predicate calculus.

Let ranges of predicates values be given as: P={0,1},R={0,1},S={p,q,1}.
Then the logical model of presupposition will look like this:
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If P is a presupposition of S, the following rules are taking place.

(1) if P(1) and R(1), then S(a);

(2) it P(1) and R(0), then S(b);

(3) if P(0), then S(c).

Rule (3) models the "inanity" of the assertion in case its presupposition is false.
Hence, if Jones was not sick that corresponds to P(0), he is neither recovered
(—S(a)), nor continues to be sick (—S(b)) now. For P(0) situations are possible in
which Jones continues to be healthy (S(c)) or he fell ill all of a sudden. We can
describe the latter situation, if we first add another possible value c1 to the values
of the predicate S. Sure, we do not wish Jones this option.

The above-proposed technique allows analyzing most examples of
presuppositions.

5 Relation of Presupposition to Contradiction Anomalies
in KBs

Many papers ([25 — 27, etc.]) deal with anomalies in KBs, which formalize some
rules of reasoning. Research on KBs’ verification [28] yielded some first meth-
ods to recognize and eliminate KBs’ anomalies, which can relate to integrity
violations (wrong definitions of types and values of attributes) or to consistency
violations (mistaken rules themselves). Consider one anomaly of the second cat-
egory, namely the contradiction anomaly.

Usually, a rule rp looks like B1 A B2 A...A Bn — A. The part to the left of
the arrow is called the antecedent of the rule, and the right part is the consequent
of this rule.

Contradiction anomaly. Let the following two rules be given:

rl: Bl AB2 A...ABn— D;

12:C1AC2A..ACn—F

Besides, Ci c Biforeachi(i=1,2,...,n)and D N F = . In such a case, the
listed rules contain an anomaly of contradiction.

Rules with contradicting consequents and coinciding antecedents describe a
particular example of contradictory rules. For instance, the KB of a robot can
include following two rules:

rp: Bl AB2 — D;

rq: Bl AB2 - F.

Here B1 corresponds to the statement "there is an obstacle ahead", B2 states
that "the target is behind the obstacle", D advises to bypass the obstacle on the
right, and F wants the robot to pass the obstacle on the left.

Both rules are executable and contradict each other nevertheless. If we
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consider them contradictory ones, some revising of the KB becomes necessary,
in particular, deletion of one of the rules. Conversely, such a removal can result in
poor consequences in some cases, when this anomaly does not manifest an error
in a KB. Some rules that look conflicting in the course of reasoning can become
absolutely correct after considering some data, which had been possibly missed.
In this respect, the contradiction anomaly corresponds to the presupposition.

Consider the above-introduced example of two contradicting rules:

rp: if an obstacle is ahead, and the goal is behind the obstacle, go around the
obstacle on the right;

rq: if an obstacle is ahead, and the goal is behind the obstacle, go around the
obstacle on the left.

As we said this case looks more like a lacking presupposition than an anomaly.
So, no change of the KB is needed, rather, we have to define or find an assertion
relay (see Definitions 1 and 2), i.e., an additional attribute that describes different
obstacles located on the right and left of the main obstacle, namely, their list and
locations.

As we saw, contradictory rules and presuppositions have almost the same
definitions. However, the precondition of a presupposition includes one variable,
and matching (or nested) preconditions of contradicting rules can comprise
several attributes. Sometimes, this allows us to consider contradiction anomalies
as a sign for searching an assertion relay rather than declaring a paradox. Then it
is necessary to finding some additional variables that solve the paradox.

Now, we propose some techniques to search for a relay of an assertion. Let
conflicting rules in a KB be given:

rD: Bl AB2 A...ABn—D;

rF: Bl AB2 A...ABn—F,

and D A F = False.

Here each disjunct Bi is a couple "attribute — its value(s)". For instance, the
condition "If Xi = a or Xi = b, then ..." means that Bi includes the set of values
{a, b}. The atoms D and F belong to the same attribute, and the equality D A F =
False means that the sets of their values do not overlap.

When describing a system in terms of "attribute — its value(s)", every rule
is defined within a certain relation diagram, which is determined by a set of
attributes. The relation diagram of the antecedent of a rule rm is named Ant(rm),
Cons(rm) will mean the relation diagram of the consequent for this rule,
and Val(Xi, rm) is the value of the attribute Xi in this rule. Suppose we have
two contradicting rules rD and rF, and XContr is the set of attributes in their
antecedents, so Ant(rD) = Ant(rF) = XContr.

To find an assertion relay for the above rules, we propose the following
algorithm.



66 Boris Kulik, Alexander Fridman

1) Determine the subset S of the rules rm present in a KB for which Cons(rm)
={Y};

2) Within the set S, determine subsets of rules SD < S and SF < S with values
of the attribute Y equal to Val(Y, rD) and Val(Y, rF) respectively;

3) For the above-obtained subsets SD and SF, remove rules for which the
correlations XContr — Ant(rD) and XContr — Ant(rF) are not satisfied (strict
inclusion means that antecedents of the selected rules contain other attributes
besides XContr);

4) From the obtained sets SD and SF, exclude the rules in which the attributes
values differ from the corresponding values in the conflicting rules D and rF;

5) From the sets SD and SF, form the set P of rules pairs (rm, rn) such that
rm € SD, m e SF, and Ant(rm) N Ant(rn)) \ XContr # & (i.e., their antecedents
have other common attributes apart from XContr);

6) For every pair (rm, rn) of P and every attribute Xi of the
set (Ant(rm) N Ant(rn)) \ XContr, check the correlation Val(Xi,
rm) N Val(Xi, rn) = &,

7) If the intersection in step 6 is empty for an attribute Xi, this attribute is an
assertion relay for conflicting rules rD and rF.

If the introduced algorithm gives no positive result, a similar search can
be applied for pairs, triples, etc. of attributes to check whether they can serve
assertion relays rather than single attributes.

There is a simple example of seemingly contradictory rules in a KB:

(i) if a bull goes towards a man, and the man shows the bull a red rag, then
there is a big risk of causing significant damage to the health of the man;

(i) if a bull goes towards a man, and the man shows the bull a red rag, then
there is no risk of causing significant damage to the health of the man.

Consider how this algorithm works. Let X denote the attribute "direction of
the bull" with values "to the subject", "from the subject"; Y is the attribute "red
rag in the hands of the subject" with values "true" and "false"; and Z means the
risk of causing significant damage to the health of the subject with values "big"
and "small".

In accordance with the algorithm, we form sets of rules SD and SF, which
have Z as the consequent, while its value is high risk in SD and small risk I SF
(Steps 1 and 2).

In the sets SD and SF, we retain only rules whose antecedents contain other
attributes in addition to X and Y (Step 3).

In the selected rules, we retain only those for which the value of the attribute
X is "to the subject", and the value of the attribute Y is "true" (Step 4).

From the sets of rules SD and SF, we form a set P of pairs (rm, rn) of rules
with different values of the consequent (attribute Z); these rules can contain the
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same attributes Wj in their antecedents and those attributes differ from X and Y
(among such attributes, an assertion relay may be found) (Step 5).

In each pair of the set P, we compare the values of the attributes from the set
Wij; if for an attribute its values in different rules are incompatible, this attribute
is an assertion relay (Steps 6 and 7).

For example, such an attribute may be the location of the subject (the
subject, in particular, may be standing in a clear field, or be in the cab of an
armored personnel carrier). Another possible option is the attribute "subject's
profession"; if he is a bullfighter, the value of the attribute Z is "small", otherwise
it is "big".

As we can see from the description of the algorithm, its computational
complexity is evidently polynomial (not higher than the second degree of the
total number of rules in the knowledge base). It becomes more complex, if the
solution of the problem requires for the search for intermediate conclusions (for
example, "if the bull goes towards the subject and the subject shows the bull a
red rag, then the bull is expected to attack the subject"). This algorithm is under
development.

6 Conclusion

For metaphors, we developed a model applicable in propositional calculus and
beyond it. This model allows keeping the difference in values between the meta-
phor word and the replaceable word as large as possible up to the level of ant-
onyms, which is good to increase the aesthetic attractiveness of a metaphor.

For presuppositions, we analyze their connection with contradiction
anomalies in knowledge bases. To explain presupposition as a precondition
within the framework of classical logic, it is suggested to supply reasoning
with an assertion relay that is new factor(s) formalizing presence or absence
of reasons for trueness or falsity of an assertion. To simulate the “inanity” of
an assertion when its presupposition is denied, it is proposed to use the model
of predicate calculus instead of propositional calculus in order to define the
assertion as a logical variable with more than two values. For contradicting rules,
we introduced an algorithm to determine possible assertion relays.
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Abstract. The article describes the processing of ellipses in an automated
system of solving planimetric tasks according to their description in
natural language. An approach is proposed to processing ellipses basing
on cognitive semantics. The resolution of ellipses is based on using
syntactic structures and semantics of geometry in parallel. The types of
ellipses most frequently encountered in geometric tasks are revealed. A
new approach to recognizing and resolving ellipses in the framework of
cognitive semantics is offered.

Keywords: ellipsis resolution, cognitive semantics, planimetric task, text
understanding.

Introduction

The ambiguity of natural language caused by homonymy has long been studied
by computer linguistics. However, the ambiguity associated with the omission of
a thinkable language unit (ellipsis) in text has been actively analyzed in natural
language processing relatively recently [1], [2]. Although in theoretical linguistics
ellipticity got enough coverage [3], [4], restoration of ellipses in systems of
syntactic text analysis is clearly developed not enough. Firstly, this is largely due
to the fact that eliminating ellipticity is subordinate to actual syntactic analysis
and, secondly, this is caused by complexity of resolving ellipses.
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The complexity is explained by the necessity to consider a number of contexts:
current sentence, adjacent sentences, already established syntactic relations and,
finally, semantics of the text. This work is divided into two parts. In the first
part, it is described how to handle ellipticity in a specific holistic system of
solving plane geometry tasks described in natural language. This system has
been implemented in the framework of the INTEGRO project (INTEGRating
Ontology) [5]. The second part proposes a new approach to the processing of
ellipses based on cognitive semantics.

2 Resolving ellipses in the texts of geometrical tasks

2.1  Syntactical analysis

The architecture and principles of functioning of the system for solving
geometrical problems are described in [6] and its general scheme is illustrated
by Fig. 1.

ONTOLOGY

about the natural language

NL - description <>

/ translator

USER about the interface
Graphics + NL GRF - |nterpreter — with graphics

| sa-aoutsubjsctares |

The translator uses linguistic knowledge |

Linguistic

|

moaomr=0zXx

about the language (morphology and syntax), and knowledge
about mapping phrases of natural language to ontology.
The solver uses knowledge of subject area
(objects, propertles relations, axioms) for
y-oriented s
GRF-interpreter provides an interface between SOLVER
ontological and graphical objects.

Fig. 1. Scheme of the system for solving geometrical tasks

The system includes the following blocks: linguistic translator, ontology, solver,
and graphical module for displaying and explaining the results (drawing NL-
explanation of the solution process). The solver receives the ontological structure
of the task and forms a chain of basic operations using knowledge of the subject
area. In this section, we concentrate on the extension of the system to correctly
interpret elliptical (incomplete) sentences.
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The language translator creates a syntactic structure and determines that some
of its elements violate the language rules. For example, there is no noun for the
adjective, the pretext is at the end of the sentence, the number does not have a
mandatory measuring unit, and so on. The basic criteria for determining ellipticity
are studied by linguists [7, 8]. Based on these criteria recorded in the ontology,
the translator identifies the fragments of the syntactic tree that admittedly contain
ellipticity. Next, with the use of algorithms described in short below in section
2.2, the identified ellipses are restored. Specifically, in sentence “the radius of the
first circle equals 12 cm, and the second 10 cm”, the elements “second” and “10”
define the ellipticity. As a result, two syntactical structures are formed:

*The radius of the first circle equals 12 cm;

* The radius of the second circle equals 10 cm.

These structures are further processed by the system mechanisms of
paraphrasing to obtain an ontological representation of sentence in the formal
terms of the subject area [6]. The concept “paraphrasing” has been proposed
by the well-known Russian linguist Apresyan in [9]. In our system, we use an
adaptive variant of this concept. The conception of paraphrasing assumes that
any class of sentences corresponding to one and only one sense can be reduced
to the simplest or canonical phrase composed only of the lexemes expressing
most clearly the basic concepts of sentences. Thus, paraphrasing is based on
the following proposition in [9]: “One of the fundamental properties of human
languages consists in the fact that if there are several synonyms, in the broad
sense, to express some concept, then only one of them turns out to be privileged,
canonical, or prototypical for expressing this concept”. In particular, such
canonical concepts in plane geometry are, for example, the point, the line,
the plane and to belong, to lie between, and to be congruent. Thus the rules of
paraphrasing provide only one canonical form for a group of sentences having
the same sense. For example, sentences “a point located on the straight line”, “the
straight line passing through a point”, “a point belonging to the line”, “a point
lying on the line segment” etc. are reduced to the following canonical phrase
“point belongs to straight line”. This canonical phrase is mapped to its ontological
representation in the form of the following triplet “point lies line”. It should be
stressed that the members of the triplet (objects and relations between them) are
not dependent on a language. Therefore the corresponding rule of paraphrasing
contains, in its left part, the objects and relations depending on language, but, in
its right part, the formal objects and relations invariant in different languages.

The rules of paraphrasing are divided into two classes; the first one consists
of rules in which both parts are some generalized syntactic structures; the
second one consists of rules having canonical descriptions in their left parts
and semantic descriptions in their right parts. The second class of rules can be
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used for transforming ontological structures into corresponding natural language
texts. It is reasonable to apply the rules of the first class to equivalent synonymic
transformations of synthesized structures to retrieve texts in the most appropriate
manner in a considered application domain.

2.2 Algorithm for resolving ellipticity

The algorithm for treating ellipses is based on the ontology knowledge reflecting
the semantic hierarchy of word forms in the syntactic structure and the norms
of natural language. To a first approximation the algorithm can be described as
follows:

* to segment a syntactic structure into two segments: a complete one without
ellipticity and the other one containing ellipticity (generally, it is a set of noun
groups (NG));

» in the elliptical segment, to reveal the elements that are supposed to be used
for resolving ellipticity;

« in the full syntactic structure, to reveal the candidates to be replaced by the
elements found in the previous step;

* to perform the replacement and obtain the complete syntactic structure.

In the example given in section 2.1 “firs¢” is replaced by “second” and “12”
by “10” because they correspond to the same concepts of ontology. Here we
have different objects and the same type of attribute (length). In the sentence “the
perimeter of triangle is 37 cm and the area — 20 ¢cm” we have the same object
and different types of attributes. This seemingly simple algorithm allows to
successfully recover not only geometrical ellipses, but several others, described,
for example, in [2]: in the sentence “twenty years of such dance form the age,
forty — the history” “twenty” is replaced by “forty” and “age” is replaced by
“history”.

2.3 Limitations

Of course, many cases of ellipticity cannot be processed by the algorithm above.
Example: “There are seven circles. Radius of one 5 cm, two others — 3 cm, and the
others — 10 cm”. We have multiple ellipticity in this example. A similar example
from [2]: “Anemones discard tentacles, crabs — claws, lizards — tail”. In many
cases, ambiguity arises at the level of comparison. Two options were analyzed:
1) to move forward with analyzing the situation and eliminating ambiguity at
the stage of semantic processing; 2) to complement the ontology by the rules of
preferences when choosing a candidate for replacement (substitution). It should
be noted that the question of clear ellipticity criteria and methods for restoring
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the full structure of sentences has not been fully resolved within the framework
of a generally accepted linguistic theory. Resolving ellipses in natural language
texts remains one of the most difficult and unsolved tasks in linguistics, despite
the abundance of proposed methods based on syntactic-semantic parsing of
sentences. Syntax reveals the structure of the ellipsis and the similar part of the
sentence without it; semantics deals with word values. However, as the example
from [11, page. 62] shows, resolving ellipses is based on the understanding of
context (text theme), the sense of words and collocations: “Charles makes love
with his wife twice a week. So does John”.

2.4  Testing the algorithm

The algorithm performs the ellipses’ resolution with the accuracy equal to 100%
in simple cases when the noun phrase in a sentence consists of only one word. It
is important to note that resolving ellipses is directly connected with the correct
functioning the system ontology, since the ontology supports the process of
sentence understanding. In more complex cases with the composite noun phrases
or incomplete ontology, the accuracy of the algorithm declines to 70 %. In any
case, difficult texts of some planimetric tasks require the special analysis and the
solution ad hoc.

Currently, several hundred of simple ellipses and several tens of complex
ones have been tested.

In general, it should be anticipated that the vast majority of sentences contains
several types of ellipses or some number of ellipses of the same type. This fact
implies the search for some new approach to reconstructing ellipses covering
not only the ontology and linguistic knowledge but also the model of human
plausible reasoning and cognitive model of practical geometrical situations.
Ellipsis resolution must be based on cognitive semantics.

3 Ellipsis classification in geometrical tasks

To study the typology of ellipses in geometric tasks we used a body of texts
containing more than 1000 planimetric tasks. We have revealed the following
types of ellipses: ellipses using dash “—” (ellipses with skipped predicate or verb),
ellipses without “— (ellipses with skipped verb, noun, pronoun, or predicate.
Consider the structure of these ellipses. We will give only fragments of tasks
containing ellipses.

Skipped predicate: In triangular ABC there are given R and r — radii of
circumscribed and inscribed circles. A, B,, C, — points of crossing the bisectors
of triangle ABC with the circumscribed circle.
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Structural components ofthese ellipses are Noun Phrase (NP) and Prepositional
Phrase (PP). Revealing NP and PP is realized in the system Ontolntegrator [12] in
the framework of the project on creating World Digital Mathematical Library —
WDML.

Consider this type of ellipses in greater detail:

a) < NP > < —> < Designation(s) (Bases of perpendiculars dropped from B
and D on AC — M and N);

b) < Designation(s) > <—><NP > (01, 02, O3, O4 — centers of circles; D —
arbitrary point of the plane; BD — the side of rectilinear pentagon inscribed in
this circle);

¢) < NP > < —> < NP > (The points of their intersection lie on the same
circle — the circle of nine points; This quadrangle is a diamond; Every
parallelogram inscribed in a circle — rectangle; Every diamond inscribed in a
circle — square);

d) <NP> < —> <PP> (Center of circle — inside the quadrangle; C — between
A and F);

e) < NP > < —> <The property expressed by adjective> (Angle C — right; To
find a point on a given line such that the sum of distances from it to two points
A, B — minimal).

The resolution of these ellipses can be carried out according to the scheme:

to select NPs; to identify the heads of NPs as geometrical objects; to identify
designations; to localize the dash between the designation(s) and the NPs;
to check (according to the rules of the ontology) the conformity between the
designations and the heads of the NPs; to restore ellipses. In these cases, the dash
is replaced by the forms “is” or “are” of the verb “to be”.

The dash in the Russian language is put in a variety of situations. In situation
c), the dash is put between the subject and the predicate in the absence of a link
between them [13], if both members are expressed as nouns in the form of the
same case, for example, “Loneliness in a creative work — a hard thing”, “The
next station is Mytishchi”. In geometric problems, situation c) has the nature of
a logical definition (geometry — a section of mathematics) or identity, when the
subject and the predicate are expressed by the same concept. If the subject and
the predicate are not expressed by the same word, then it is necessary to check
the predicative relation through logical inference in the ontology.

In view of our consideration of Verb Phrase Ellipsis in the previous section
we confine ourselves to one of difficult cases of this ellipsis.

Skipped verb (ellipsis with dash): In triangle ABC there are taken points M,
N and P: M and N — on sides AC and BC, P — on line segment MN.

In this sentence, we have an incomplete VP: In triangle ABC there are taken
points M, N and P (presupposition), this VP is prolongated by the follow way:
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In triangle ABC there is taken point M on side AC;

In triangle ABC there is taken point N on side BC;

In triangle ABC there is taken point P on line segment MN.

Restoration of this sentence is supported by a thinkable geometric situation,
(let us call it a cognitive model of a geometric situation). And the restoration
goes on sequentially, but with simultaneous creation of different relationships:
temporary (earlier, later), referential (the designation refers to an object, the
pronoun refers to an object), spatial (in the triangle, on the side), linguistic (links
of relationships, objects, properties with certain word forms and expressions),
quantitative. So, in our example we have (— means a reference):

In triangle ABC — triangle — designation = ABC;

Triangle ABC — one — it — it is given — this — in it;

Triangle ABC — side AC — one, side BC — two, side AB — three

In triangle ABC there are taken points M, N, and P;

Point one — designation M — first, point two — designation N — second;

Point three — designation P — third;

In triangle ABC there is taken point M; in triangle ABC there is taken point
N; in triangle ABC there is taken point P;

Now we need a model of acting: “to take point in a tringle” and generating
hypotheses “Where?”. In accordance with one of the hypotheses the following
cases are:

In triangle ABC there is taken point M (one) on side AC (one);

In triangle ABC there is taken point N (two) on side BC (two);

By analogy:

In triangle ABC there is taken point P (three) on line segment MN.

Line segment — designation MN — it joins points M and N (supported by
knowledge about how a segment of a line is generated).

As a result, we can restore the full text of this task: In triangle ABC there is
taken point M on side AC; there is taken point N on side BC, and there is taken
P on line segment MN.

The process of binding objects during their construction is supported by
cognitive models of objects and operational knowledge. As D. Suleymanov [14]
noted, “it is necessary to go not from the text, but from the task”. All cognitive
models can be explicitly defined based on geometric semantics and they are
associated with speech parts and typical collocations with their grammatical
categories at the sentence level.

Restoration of the full text requires reasoning by analogy and understanding
the meaning of actions with geometric objects. Exactly, similar actions are
supposed with similar objects, and therefore the words are skipped. In practice,
most skipped words are redundant for understanding the sense of sentences.
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People omit words consciously. However, if the missing information is not
redundant, understanding texts represents a problem that is resolved by analyzing
geometric situations.

The following sentences give the examples of ellipses without dashes.

Skipped verb, ellipsis without dash: The vertices of parallelogram A B,C D,
lie on the sides of parallelogram ABCD: point Al lies on AB, B, on BC, etc.).
(Word “lies* after B, is skipped)

Skipped noun: Prove that the value of angle with the vertex inside a circle
equals the half-sum of the angular values of two arcs of which one is enclosed
between the sides of this corner and the other between the prolongation of sides.
(Words “of this corner after word “sides” are skipped).

Skipped pronoun: /n a circle of radius R, two chords AB and AC are drawn.
On AB or on_its_extension, point M is taken. Analogically, on AC or on the
extension, point N is taken. (“of it“ is skipped after “the extension™).

Skipped predicate: Side BC of triangle ABC is equal to a, radii of a
circumscribed circle r.

4 The structure of cognitive models of objects and actions

Cognitive structures correspond to the semantic structures of situations described
in the text. They should be aligned with the narrative structures of sentences. A
word can have multiple values, but only one sense, at least in mathematical texts.
Ellipsis (omitting words, economy of text) is possible because the preceding text
determines unambiguously (uniquely) the meaning of each word and situation,
and these meanings remain unchanged. In cognitive models of objects, the
following relationships are important:

- object can perform some actions;

- object can be subjected to actions of other objects;

- object can have spatial and temporal relationships (earlier, later, already
built, already given) with other objects;

- object can be composed of some other objects;

- object can be a part of some other object (objects);

- object has properties, some of which (call them actant ones) are related to
the actions that the object commits (intersects — intersecting, lies — lying) or the
actions that are committed over it (has been given — given, has been formed —
formed, cut of, embedded). Thus, the actant properties of objects are directly
displayed in the morphological forms of words describing these properties;

- the relationships between the properties of one geometrical object and the
properties of others.
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These relationships are in agreement with the universals described by D.
Suleymanov [15]. The properties between an object and its parts are realized
through implications: if center, then a circle; if radius, then a circle; if circle, then
circumscribed about or inscribed in; if inscribed in, then in an object; if bisector,
then bisector of an angle; if bisector of angle, then the vertex of angle from which
it originates; if bisector, then the angle from which it comes is divided in half; if
bisector, then it is the axis of symmetry of angle divided in half by this bisector.

The interaction of cognitive models and the analyzed text should provide the
principle of “cognitive expectation” and “determinism of context” [14].

Creation of cognitive models of objects and actions for plane geometry, in
the proposed approach, is performed in a step-by-step mode by the use of a given
text corpus. Some fragments of cognitive model “Bisector” are shown in Tables 1
and 2. It is also a problem of considerable interest to apply a plausible reasoning
for resolution of ellipses, including analogy, generalizations, specialization, use
of implications, forming hypotheses and many others.

Table 1. Noun Phrases with “Bisector”

Bisector Hyperlink to object (to NP) Hyperlink to object (to PP)
Bisector of angle
Bisector of angle in (of) triangle
Bisector of acute angle in (of) rectangular triangle
Bisector of inner angle in (of) triangle
Bisector of angle at base of isosceles triangle
Bisector coming from vertex of inscribed triangle
Bisector of angles adjacent to one side in (of) parallelogram
Bisector of in (of) triangle
Bisector of inner angle in (of) parallelogram
Bisector of angle in (of) convex quadrilateral
Bisector of angle in (of) rectangle

Table 2. Verb Phrases with “Bisector”

Bisector Hyperlink to object (to NP) Hyperlink to object (to PP)
Dividing To divide Side of triangle
Perpendicular To be perpendicular Median of triangle

Splitting, cutting in ~ To split, to cut in Side of parallelogram in segments
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Intersecting To intersect Bisector of triangle
Intersecting To intersect Circle

Restricting To restrict Area of quadrangle
Coming across To come across Circle in points
Containing To contain Points of intersection
Lying on To lie Straight line

Within the proposed approach, text analysis becomes cognitive-driven, and the
parser plays a subordinate role (Fig. 2). If ellipsis resolution is based on cognitive
models, then it is possible to synthesize a text describing a geometric situation and
compare this text with the text to be analyzed. The ontology contains theoretical
knowledge in the area to solve geometry tasks of various types (computational,
for construction, for proof). The ontology takes the burden of solving tasks and
visualizing solutions. The Cognitive Analyzer runs incrementally and transmits a
converted and meaningful text to the ontology in the form required by it.

End user

Fig. 2. Scheme of a cognitive-controlled analysis of a text
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5 Related works

Verb Phrase Ellipsis is a well-studied topic in theoretical linguistics but
has received little attention as a computational problem and a task of human
reasoning except the paper [16]. Exhaustive linguistic analysis of ellipses for
different languages performed in many sources: for example, [8], [17- 24].

In spite of the fact that a lot of works deal with resolution of ellipses, the
significant results are obtained only for some special types of them, namely for
the verb ellipses (VE) in the framework of syntactical-semantic analysis.

Detection and resolution of Verb Phrase Ellipsis (VPE) are considered in the
articles [25-30] butonly for some special cases: resolving elided scopes of modality
and ellipses with auxiliary verbs. In [26], the authors have proposed a method
of automatic ellipsis resolution without preliminary processing or annotation of
texts. This work is carried out within the OntoSem language processing system
of the OntoAgent cognitive architecture. OntoAgents carry out deep semantic
and pragmatic language analysis, yielding ontologically grounded text meaning
representation that populate agent memory and subsequently support agent
reasoning [27].

The text with the VE has the following structure consisting of 2 parts standing
on the right and left of the “dash” (both parts are in the same sentence). The verb
is skipped in the right part, the left part (the antecedent) contains the verb. The
right part is complemented by the verb from the left part. Example: She can go
to Hawaii but he can't (She can go to Hawaii but he can't go).

The resolution of such an ellipsis consists of three stages:

. Recognizing the occurrence of ellipsis, localizing it, and selecting its
parts;

. finding the nearest to the left verb in the antecedent;

. resolving ellipsis.

The paper [28] describes a system ViPER (VP Ellipsis Resolver) that detects
and resolves VP ellipsis, relying on linguistic principles such as syntactic
parallelism and modality correlations. The system ViPER has been incorporated
into the OntoSem?2 incremental semantic analysis system that provides language
analysis capabilities to OntoAgents.

In [27], a novel approach is presented to detecting and resolving VPE by
using supervised discriminative machine learning techniques trained on features
extracted from an automatically parsed, publicly available dataset. Additionally,
this approach uses the Margin-Infused-Relaxed Algorithm for antecedent
identification. It is proposed a decomposition of the overall resolution problem
into three tasks — target detection (ellipsis detection), antecedent head resolution,
and antecedent boundary detection.
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The features used for antecedent head resolution and/or boundary
determination try to capture aspects of both tasks. The features are roughly
grouped by their type. Labelsfeatures make use of the parsing labels of the
antecedent and target; Treefeatures are intended to capture the dependency
relations between the antecedent and target; Distancefeatures describe distance
between them; Matchfeatures test whether the context of the antecedent and
target are similar; Semanticfeatures capture shallow semantic similarity; there
are a few Otherfeatures which are not categorized.

In [30], a new method is proposed to resolve multiple ellipses in such
sentences as:

. Unemployment has reached 27.6% in Azerbaijan, 25.7% in Tadzhikistan,
22.8% in Uzbekistan, 18.8% in Turkmenia, 18% in Armenia and 16.3% in
Kirgizia;

In this paper, sentences lack an overt predicate. The authors present two
methods for reconstructing elided predicates within the Universal Dependencies
(UD) framework. The first method adapts an existing procedure for parsing
sentences with elided function words [31], which uses composite labels that can
be deterministically turned into dependency graphs in most cases. The second
method is a novel procedure that relies on the parser only to identify a gap. Then
an unsupervised method is used to reconstruct the elided predicates and reattach
the arguments to the reconstructed predicate. The both methods work with very
high accuracy (from 81,69 to 90,57 %) and significantly exceed the recently
proposed constituent parser by Kummerfeld and [32]. The types of ellipses
reconstructed are:

(1) Single predicate gaps:

John bought books, and Mary  flowers.

(2) Contiguous predicate-argument gap (including ACCs):

Eve gave flowers to Aland Sue to Paul.

Evegavea CDtoAland  roses to Sue.

(3) Non-contiguous predicate-argument gap:

Arizona  elected Goldwater Senator, and Pennsylvania
Schwelker .

(4) Verb cluster gap:
I want to try to begin to write a novel and ... Mary aplay. ...
Mary to write a play. ...
Mary to begin to write a play. ...
Mary to try to begin to write a play.

The core characteristic of resolving ellipses is that there is a clause that lacks
a predicate (the gap) but still contains two or more arguments or modifiers of
the elided predicate. In most cases, the remnants have a corresponding argument
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or modifier in the clause with the overt predicate. The UD frame work aims to
provide cross-linguistically consistent dependency annotations that are useful
for NLP tasks. The UD defines two types of representation: the basic UD
representation which is a strict surface syntax dependency tree and the enhanced
UD representation [33] which may be a graph instead of a tree and may contain
additional nodes.

See [34] and [35] for a more comprehensive overview of cross-linguistically
attested gapping.

The major advantage of this approach is that the dependency tree contains
information about the types of arguments and so it should be straightforward to
turn dependency trees into enhanced UD graphs. For most dependency trees, one
can obtain the enhanced UD graph by splitting the composite relations into its
atomic parts and inserting copy nodes at the splitting points.

A crucial step is the third step, determining the highest-scoring alignment.
This can be done with the algorithm presented by Needlemann and Wunsch [36]
in which one defines a similarity function sim(g,f) that returns a similarity score
between the arguments g and f. Defining sim based on the intuitions that often,
parallel arguments are of the same syntactic category, that they are introduced by
the same function words (e.g., the same preposition), and that they are closely
related in meaning.

Seeker et al. [31] compared three ways of parsing with empty heads: adding a
transition that inserts empty nodes, using composite relation labels for nodes that
depend on an elided node, and pre-inserting empties before parsing. These papers
all focus on recovering nodes for elided function words such as auxiliaries; none
of them attempt to recover and resolve the content word elisions of gapping.

6 Conclusion

Processing ellipses is given in a specific system of plane geometry tasks
described in natural language. Ellipsis resolution is based on using in parallel the
syntax structures of sentences and the geometry semantics. A broader approach
to ellipses processing based on cognitive semantics has been proposed. The
approach gives a classification of ellipses (across a geometric text corpus) and
introduces the concept of a cognitive model of geometry objects and actions.
This approach allows to view the structure of automated analysis of geometric
texts as a cognitively controlled parsing.
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Abstract. Named entities recognition is one of the urgent tasks in the re-
searches of language using electronic language corpuses. This article dis-
cusses the main methods for solving this problem, including algorithms
based on various machine learning models, regular expressions and dic-
tionaries. Also in the article, the authors proposed their own algorithm,
which allows named entities recognition on the basis of search queries
using direct and reverse search. The results of the algorithm, presented
in the article, suggest what additional functions are necessary to achieve
the best results. The proposed algorithm is used in the “Tugan Tel” corpus
management system and can be used both with the electronic corpus of
the Tatar language and with corpuses of other languages.

Keywords: Named entity recognition, NER, Corpus management sys-
tem, Text mining.

1 Introduction

Electronic language corpuses are the basis for extensive research related to lan-
guage research. Corpus management systems help solve a number of linguistic
problems, such as direct search of word forms, lemmas, reverse search by mor-
phological properties, selection of contexts, n-grams for various search queries.
These simple queries are supported by most corpus management systems.

One of the difficult tasks of searching in corpus data is named entities
recognition. This problem is solved by dozens of researchers, often getting good
results. Most existing solutions, some of which are described in Section 2 of this
article, work with English, Spanish, Dutch, German using various NLP methods,
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regular expressions, dictionaries, etc. as the basis. In Section 4 of this article, the
authors considered one of the possible algorithms for named entities recognition,
which can be used both with the electronic corpus of the Tatar language and with
electronic corpuses of other languages. This algorithm is implemented in one of
the modules of the “Tugan Tel” corpus management system. The authors also
conducted a series of experiments, the results of which are shown in Section 4.2
of this article.

2 “Tugan Tel” Corpus Management System

The Tatar corpus management system (wWww.corpus.antat.ru) is developed at
Institute of Applied Semiotics of the Tatarstan Academy of Sciences. The main
functions of the corpus management system are searching for lexical units, mak-
ing morphological and lexical searches, searching for syntactic units, n-gram
searching based on grammar and others. The core of the system is the seman-
tic model of data representation. The search is performed using common open
source tools. We use MariaDB database management system and Redis data
store [1]. Our purpose is to design the corpus management system for supporting
electronic corpora of Turkic languages. This line of research is developing very
rapidly.

Among well-known electronic corpora projects for Turkic languages are the
corpora of Turkish and Uyghur [2], Bashkir, Khakass, Kazakh (http://til.gov.kz),
and Tuvan languages. “Tugan Tel” Tatar national corpus is a linguistic resource
of modern literary Tatar. It comprises more than 100 million word forms, at the
rate of November 2016. The corpus contains texts of various genres: fiction,
media texts, official documents, textbooks, scientific papers etc. Each of the
documents has a meta description [3]: author, title, publishing details, date of
creation, genre etc. Texts included in the corpus are provided with morphological
markup, i.e. information about part of speech and grammatical properties of the
word form [4]. The morphological markup is carried out automatically on the
basis of the module of two-tier morphological analysis of the Tatar language with
the help of PC-KIMMO software tool.

3 Related Works

3.1 LingPipe

One of the related works is LingPipe [5], which is a collection of Java librar-
ies developed by Alias-1. LingPipe allows to classify named entities in English:
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person, organization, place. It supports the use of other language packages for
classification. LingPipe also supports additional features such as orthographic
correction and English text classification. This software is distributed free of
charge for research purposes.

3.2 Annie

Another similar work is Annie [6]. This is a named entity extraction module em-
bedded into the GATE framework. Annie is open source and is developed under
the GNU license developed at Sheffield University. Annie implements various
functions necessary for extracting named entities: tokenizer, sentence separator,
POS tagging, resolution with a link, place name directories, etc.

33 Afner

Afner [7] is an open source NERC tool licensed under the GNU license, devel-
oped in C++ at Macquarie University. It is used as part of a question and an-
swer service that focuses on maximizing responsiveness to user questions. At the
same time Afner can be used separately from the service. Afner uses lists, regular
expressions, and supervised learning models. It allows one to extract names of
persons, organizations, locations, monetary values and dates from English texts.

3.4 Knowledge-based systems

Knowledge-based NER systems use lexical resources and domain-related
knowledge without requiring training with annotated data. Such systems show
good results when the lexical resources are complete, whereas they do not work,
for example, with the examples from drug n class in the DrugNER [8] data set,
since they are not defined in the DrugBank dictionaries. Despite their high ac-
curacy, these systems show low recall due to specific rules of the language and
domain and incomplete dictionaries. Another disadvantage of knowledge-based
NER systems is the need for experts to participate in the development and main-
tenance of knowledge resources.

3.5 Unsupervised and bootstrapped systems

Early systems did not require significant data for training. Collins and Singer
(1999) [9] used only labeled seeds and 7 functions for classifying and extract-
ing named entities: orthography (for example, capitalization), entity context,
words that occurred in named entities, etc. To improve the recall of NER sys-
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tems, Etzioni et al. (2005) [10] proposed an unsupervised system using 8 generic
pattern extractors for open web texts, for example, NP is <classl>, NPI such
as NPList2. In 2006, Nadeau et al. suggested using an unsupervised system to
create a directory of named entities and resolve the ambiguity of named entities
basing on the work of Etzioni et al. (2005) [10] and Collins and Springer (1999)
[9]. This system combined the extracted list of named entities with generally
accessible directory of named entities and achieved F-scores of 88%, 61% and
59% on MUC-7 [11] for named entities of classes of locations, persons and or-
ganizations, respectively.

Zhang and Elhadad (2013) [12] in an unsupervised NER system for biological
and medical data used surface syntactic knowledge base and inverse document
frequency (IDF). This system reached 53.8% and 69.5%, respectively. Their
model uses seeds to find text with possible content of named entities, identifies
phrases with nouns and filters phrases with a low IDF value. The filtered list is
submitted to the classifier for predicting the tags of named entities.

3.6  Feature-engineered supervised systems

Supervised machine learning models learn to make predictions by training on
example inputs and their expected outputs, and can be used to replace humanly
established rules. Hidden Markov Models (HMM), Support Vector Machines
(SVM), Conditional Random Fields (CRF), and decision trees were common
machine learning systems for NER.

The results of research using various machine learning models from various
authors are presented in Table 1.

Table 1. Various machine learning models results.

Author(s) M.achlne Additions Results
learning model

Zhouand HMM Included 11 orthographic F-scores of 96.6%
Su (2002) features, a list of trigger words and 94.1% on

[13] for named entities, and a list of MUC-6 and MUC-7

words from various gazetteers. data, respectively.

Malouf HMM and Included capitalization; F-scores of 73.66%
(2002) [14] Maximum considered whether the word and 68.08% on

Entropy (ME) went first in the sentence, whether Spanish and Dutch
the word had appeared before CoNLL 2002
with a known last name, and datasets, respectively.
13281 first names collected from
various dictionaries.
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Carreras et Binary Included capitalization, trigger F-scores of 81.39%

al. (2002)  AdaBoost words, previous tag prediction, and 77.05% on

[15] classifiers bag of words, gazetteers. Spanish and Dutch
CoNLL 2002
datasets, respectively.

Li et al. SVM Experimented with multiple F-score of 88.3% on

(2005) [16] window sizes, features the English CoONLL

(orthographic, prefixes suffixes, 2003 data.

labels, etc.) from neighboring
words, weighting neighboring
word features according to their
position, and class weights to
balance positive and negative
classes.

Ando and  Structural The best classifier for each F-scores of 89.31%

Zhang learning [17]  auxiliary task was selected based and 75.27% on

(2005) [17] on its confidence. English and German,

respectively.

Agerri Semi- Included orthography, character ~ F-scores of 84.16%,

and Rigau  supervised of n-grams, lexicons, prefixes, 85.04%, 91.36%,

(2016) [18] system suffixes, bigrams, trigrams, and ~ 76.42% on Spanish,
unsupervised cluster features Dutch, English, and
from the Brown corpus, Clark German CoNLL,
corpus and k-means clustering respectively.

of open text using word
embeddings.

4 Extracting named entities

Extracting named entities from corpus data allows, on the one hand, to directly
retrieve the required data by query, and on the other hand, to test the corpus for
containing particular information and to replenish it with documents that include
the missing data. The algorithm of extraction of named entities proposed in this
paper enables to obtain semantic samples for corpora that do not have semantic
data markup. On the other hand, the algorithm has no restriction on semantic
types of extracted data, i.e. the semantic type is defined by the keyword in the

query.

4.1 Describing algorithm of extracting named entities

The algorithm for extracting named entities is based on the idea of comparing
n-grams. The comparison is made within the entire corpus volume, thereby in-
creasing the accuracy of the results.
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The extraction process is iterative, the threshold number of iterations specified
by the user. The first step presents sampling by the initial search query. The initial
search query may be a query on the word form, lemma or phrase, or a search by
morphological parameters. A list of bigrams and their frequency is collected across
the sample. The bigrams which contain the results are advanced one position to
the left or right (set by the user). The resulting list is sorted by frequency of
bigrams in order from largest to smallest, to be cut to a predetermined covering
index (for example, 95% of all results, this rate being set by the user). This result
is used in the second iteration of the algorithm. Each bigram is searched for in the
mode of phrasal search in the corpus. Search results are involved in composing
a list of trigrams which are advanced one position to the left or right, and their
frequency. The resulting list of trigrams is also sorted by frequency in order from
largest to smallest, and is cut to a predetermined covering index.

The third and subsequent iterations (until the threshold number of iterations
is reached or no match is found as a result of iterating) use the list of n-grams
received from the previous iteration. The corpus is searched for each n-gram in
the phrasal search mode, and a list of (n + 1)-grams is made up. The resulting
list is then cut to a predetermined covering index and compared with the list of
n-grams derived from the previous iteration. The comparison accuracy P is set
by the user as a percentage. If n-gram frequency is less than P from the quantity
of the found (n + 1)-gram, then the n-gram is considered the found named entity,
otherwise the extraction proceeds. Thus, the final result will represent a list of the
most stable n-grams of different lengths, including search results by the initial
search query.

A request to retrieve named entities is an extension of a Q-tuple presented
in (1). In addition to the search query, there are added components defining the
threshold number of iterations to the left (L) and right (R), the covering index
(C), and the accuracy of matching (P). A search example is presented in (1).

Q=Q:Q,LR,CP) ()

4.2  Experiments

Extracting named entities using the algorithm proposed by the authors requires
an initial search query which should contain an indicator of a particular named
entity. This indicator allows classifying named entities, therefore, the authors
chose a set of classes schema.org as the basis for choosing the indicators. From
this set of classes, the authors selected the following classes for searching for
named entities in the Tatar language corpus: books, restaurants, films, maga-
zines, companies, airports, corporations, languages, technical schools, universi-
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ties, schools, shops, museums, and hospitals. Ministries and street names have
also been added to this list. Below are some of the results of the experiments
conducted by the authors.

Names of ministries

As part of the task of enhancing named entity search a number of experiments
have been carried out. One of the most revealing of them was search for names
of ministries. The initial search query for the experiment was (2).

Q = ((wordform, ministrlygy, “”, right, 1, 10, exact), 7, 0, 95, 80) 2)

The result of this query was a list of 50 n-grams containing word form
“ministrlygy” in the last position. The reference list of names of ministries
presented on the Republic of Tatarstan government website [http://prav.tatarstan.
ru/tat/ministries.htm] contains 17 items. 12 of 17 items were found in the corpus
by means of the algorithm, so the results overlap is 70.6%. 5 items were not found
in the corpus for the reasons described in Table 2. The remaining 33 n-grams are
different spelling variants of names of ministries.

Table 2. List of unfound names of ministries.

Name Reason
Urman hwxkalygy ministrlygy Overlap of the sequence of word forms with
the sequence in another name «huxalygy
(Tat) — ministry of forestry ministrlygy» (Tat) — ministry of property and

«Transport ham yul huxkalygy ministrlygy» (Tat)
— ministry of transport and road management

Yashlor eshlare hom sport Corpus meanings not corresponding to the official
ministrlygy (Tat) — ministry of name

youth and sport

Transport hom yul huxalygy Overlap of the sequence of word forms with
ministrlygy (Tat) — ministry of the sequence in another name «huwxalygy

transport and road management ministrlygy» (Tat) — ministry of property and
«Urman hwxkalygy ministrlygy» (Tat) — ministry
of forestry

Hezmaot, halykny el belon toemin  Corpus meanings not corresponding to the official
ity hom social yaklau ministrlygy name

(Tat) - ministry of labour,

employment and social protection

Ecologia ham tabigy baylyklar Corpus meanings not corresponding to the official
ministrlygy (Tat) — ministry of name
ecology and natural resources
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Names of streets
Another experiment was concerned with street names search. The search query
for this experiment is (3).

Q = ((wordform, uramy, <>, right, 1, 10, exact), 7, 0, 95, 80) 3)

The result of this query was a list of 600 n-grams containing word form “uramy” in
the last position. We obtained the following results after manual data evaluation:
432 (72%) n-grams are street names, 72 (12%) n-grams are also street names,
but require special character filtering, 96 (16%) n-grams are not street names
for various reasons (for example, any sentences containing the word “uramy”;
postal addresses and others).

Names of languages
In the next experiment, the authors tried to extract names of languages. The
search query for this experiment is presented in (4).

Q = ((wordform, tel, “POSS_3SG,SG”, right, 1, 10, exact), 7, 0, 95, 80) (4)

After executing this query, 2310 n-grams were obtained, containing “ze/” lemma with the
morphological properties POSS 3SG and SG in the last position. An estimation of part
of the results (a list of 471 n-grams) by an expert showed that in 53.5% of cases (252)
n-grams were correct language names. Analysis of the list of n-grams which were incor-
rectly defined by the algorithm as a name of a language, made it possible to determine
additional filtering rules to improve the accuracy of the algorithm. On the basis of the data
obtained, the spreading of language names in the corpus of the Tatar language was also
constructed (Fig. 1).

Names of restaurants
Another experiment is related to search for names of restaurants. The search
query for this experiment is presented in (5).

Q = ((wordform, restoran, “POSS_3SG,SG”, right, 1, 10, exact), 7, 0, 95, 80) (5)

The result of this query was a list of 285 n-grams containing “restoran” lemma
with the morphological properties POSS_3SG and SG in the last position, which
in total were found 359 times in the corpus. In this case, in addition to names of
restaurants, names of sub-classes of restaurants by their geographical location or
national cuisines were obtained.
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Fig. 1. Language denoting entities in the Corpus.

Thus, 107 (37.68%) found n-grams were correct names of restaurants, their total
frequency being 140 (39%). 37 (13.03%) n-grams were the names of subclasses
of restaurants, their total frequency being 47 (13.09%). 52 (18.31%) n-grams
contained names of restaurants, but they require cleaning from unnecessary
parts, while the frequency of the n-grams in the corpus is 2 or less, the total
frequency is 54 (15.04%). 45 (15.85%) n-grams contained names of subclasses
of restaurants, but they require cleaning from unnecessary parts, while the
frequency of n-grams in the corpus is 2 or less, the total frequency is 48 (13.37%).
43 (15.14%) n-grams were not names of restaurants, their total frequency was
65 (18.11%). The list of incorrectly defined n-grams can be reduced by applying
additional filtering rules.

Names of corporations
The next experiment was the search for names of corporations. The search query
for this experiment is presented in (6).

Q=((wordform, korporaciya,“POSS_3SG,SG”,right, 1,10, exact),7,0,95,80)(6)
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As a result of this search query was obtained a list of 138 n-grams containing
lemma “korporaciya” with morphological properties POSS 3SG and SG in the
last position, which were found in the corpus 606 times. Among them, when
checked by an expert, 63 (45.65%) n-grams were found, which were correct
names of corporations, their total frequency being 178 (29.37%). 27 (19.57%)
n-grams contained names of corporations, but require additional cleaning; the
total frequency of these n-grams was 29 (4.79%). Among the results, 15 (10.87%)
n-grams were singled out, which were non-full names of corporations, their total
frequency being 58 (9.57%). 30 (21.74%) n-grams were names of subclasses
of corporations by industry, geography, government participation; such n-grams
were found in the corpus 336 times (55.45%). 3 (2.17%) n-grams were not names
of corporations, their total frequency being 5 (0.83%).

Comparison of results
For different classes of named entities, the algorithm shows different results. The
results presented in this article are shown in Table 3.

Table 3. Experiments results.

Names of
Class of . . Correct
Require Require subclasses
named Correct . . names of .~ Incorrect Total
. filtering expansion that require
entity subclasses filteri
tering
Names of 5, 0° 0° 0° 0° 0° 0
ministries % % % % % % 3
Islgrff:s 2%  12% 0% 0% 0% 16% 600
Language 53 50, oy 0% 0% 0%  465% 1
names (2310)
E;ijzg‘ram 37.7%  183% 0% 13% 159%  15.1% 285
E;’Hrg;ra“o“ 45.7% 19.6%  10.9%  21.7% 0% 22% 138

4.3  Temporal and qualitative indicators of implementing a query for
extracting named entities

The experiments showed that the time of implementing a query for extracting
named entities depends on the number of found items and bigrams by the initial
search query, and on indexes of covering and the accuracy of comparison. All
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the experiments were executed on machine with following characteristics: 4 core
Intel Core i7 2600 (2,6GHz), 16GB RAM (4x4GB, 1333Hz), SSD 120GB, HDD
3TB (3x1TB, RAID 0). On the test machine Ubuntu Server 14.04 LTS was run-
ning. Table 4 shows the timing indicators of search implementation. Algorithm
tests revealed dependence of the quality of the results on the number of results
found in the first step of the algorithm. This is due to the fact that a smaller num-
ber of results increase the actual data coverage and the data which the algorithm
works with may initially include particular cases. More results in the first step
suggest that at the first cutting of the bigram list, only those will remain that will
be included in the final list of the extracted named entities. Thus it is only needed
to find the left or the right border for this list.

Table 4. Temporal indexes of implementing searches for extraction of named entities

Quantity of Quantity of Time
Search query found items  found bigrams elapsed
Q = ((wordform, ministrlygy, “”, right, 127.37
1, 10, exact), 7, 0, 97, 80) 27746 68 sec.
Q = ((wordform, uramy, “”, right, 1, 848.07
10, exact), 3, 0, 95, 80) 9592 600 sec.

5 Conclusion

The algorithm for named entity recognition proposed by the authors in this article
shows different results, depending on the type of named entities. The presented
results demonstrate correctness of recognition from 37.7% to 100%.
In addition to the main task of named entity recognition, the algorithm is
applicable for solving the problem of recognition of names of subclasses of
named entities. This feature can be applied to solve additional problems, such as
text classification, definition of the subject of texts and other text mining tasks.
Analysis of the results obtained during the experiments show that to improve
the accuracy and correctness of the algorithm, its fine tuning, building extended
dictionaries for named entity recognition, and additional post-processing of
results are necessary.
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Abstract. We suggest a logical-ontological approach to the coreference
resolution in the process of text analysis and information extraction. Our
approach solves the problem of comparing objects found in the text —
instances of ontology classes — using the evaluation of the similarity
of attributes and relations of objects. In object comparison, we take into
account the discourse factors associated with the text and the extra-
textual characteristics presented in the ontology of the subject domain.
Particularly, we consider polyadic relations which may represent the situ-
ations found in the text (events, processes, actions). We propose the on-
tological interpretation of polyadic relations as classes with single-valued
object properties. For coreference resolution we use information about
objects and their relations. We propose the corresponding measures for
evaluating the semantic similarity of the participant objects in the rela-
tions.

Keywords: ontology population, text analysis, information extraction,
coreference resolution, referential factors, polyadic relations.

1 Introduction

Identification of referential relations in discourse is one of the most vital but dif-
ficult for modeling problems of automatic text analysis. Reference is a relation
between some text unit (language expression) and non-linguistic object, which is
called a referent. Correct interpretation of an utterance in the text under analysis
involves identification of the object mention referent, i.e. reference resolution.
There is a range of language means to mention certain referent in the text, and a
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speaker (text author) makes choice between two opposite types of language ex-
pressions: full noun phrases (proper names and descriptions) and reduced means
of reference (pronouns and anaphoric zeroes). Processing expressions of the first
type requires direct comparison of extracted objects. In the second case, an ana-
phoric relation of the reduced expression to antecedent expression is detected
with respect to a number of text-structure, syntactic, semantic and pragmatic
conditions.

The anaphora and coreference resolution is an important task within
the framework of automatic discourse analysis: machine translation, text
summarization and information extraction. The latter can be performed by natural
language processing in which certain types of information must be recognized
and extracted from the text (named entities recognition and fact extraction tasks,
in particular). We consider the coreference resolution within the framework of
information extraction for ontology population. In this framework, an ontology is
used to represent the results of information extraction, and knowledge presented
in the ontology helps to solve specific information extraction tasks.

Solving the task of automatic ontology population involves addition of
information to the ontology repository. In [1] we consider mentions of simple
entities and propose an approach to their coreference resolution in the process of
information extraction for ontology population. An ontology structure allows to
take into account implicit information in the input text due to detecting relations
between objects. In this paper, we suggest coreference resolution for new objects
with a complex structure including situations (events, actions, processes), which
are represented by polyadic relations in an ontology. These situations extend the
domain knowledge used for solving coreference resolution problem. The new
knowledge improves the quality of coreference resolution.

In Section 2 we give a brief review of modern trends in the coreference
problem definition and the present research. In Section 3 we describe our basic
approach to ontology-based information extraction with formal definitions of
and ontology and polyadic relations. Section 4 presents ontological factors
relevant for coreference resolution illustrated by text examples and revises the
similarity measure of objects. In Section 5 we consider features of experiments
in our approach. We conclude with the base characteristics and advantages of the
proposed approach and outline the directions for future research.

2 Coreference in Information Extraction Tasks

We observe several classification aspects of problems related to the reference
identification.
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— First aspect is the way of presenting references in the text: full lexical ex-
pressions (noun phrases — proper names, descriptions, descriptions combined
with proper names) or reduced expressions using anaphoric means (pronouns,
determiners) or anaphoric zero. In the first case, for noun phrases based on
proper names, the problem is detecting identical references to named enti-
ties. In the second case, the problem is identification of the antecedent, i.e.
anaphora resolution [2, 3].

— Second aspect is the type of the referenced object: referential identity of enti-
ties or situations (events).

— Third aspect is the search area and type of context: the context of a single
document (simple and complex sentences or chains of sentences in one text)
opposes to cross-document analysis, in which references to the same object
are looked for in the corpus or document flow.

The traditional problem of anaphora and coreference resolution within a coherent
text remains to be relevant. Many early and modern researches solve the problem
using linguistic methods based on rules and methods of machine learning. R.
Mitkov’s reviews [4, 5] and later [6, 7] consider the basic approaches to this
problem. Recently, there has been a growing interest in solving the problem in
a broader perspective: not only entities but also events or situations have been
considered [8 — 12]. A cross-document reference analysis that is an important
approach for populating knowledge bases and ontologies is used for the problem
as well [8, 13 — 15]. The complexity of the problem of coreference resolution
requires an integrated approach, involving both knowledge about the structure of
the text (the level of discourse) and knowledge about the subject area, which are
determined by the classes of entities in a specific ontology and their ontological
structure (ontological level). In [16] the authors consciously abstract away from
the discourse factors of coreference in order to investigate the role of subject
knowledge. Discourse features represent the structural and textual properties of
mentions (similarity of sub-chains, position, distance), grammatical and lexical
features. Obviously, new tasks require a revision of the role of discourse features
in comparison with ontological ones. Thus, cross-document analysis does not
consider pronominal anaphora and hardly takes into account such discourse
factors as the order of appearance of mentions in the text, and the distance (linear
or rhetorical).

Theories of discourse analysis distinguish several types of discourse connectivity:

referential (identity of participants), spatial, temporal and event-triggered

ones [17]. In applied research, there are two approaches to understanding
the coreference of events. In the first approach, two mentions of an event are
considered coreferent if they are characterized by the same set of properties

(such as time or place of the event) and the same set of participants [9 — 11]. In
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the second approach, only the referential identity of participants is considered
for referential identity of events [3]). In [12] a broader set of referential relations
between two mentions of events is considered: complete coreference, subevents
for vertices of the parent and child layers, subevents for a descendant vertex of
a single layer.

We consider the problem of information extraction as a task of detecting all
references to objects of a given domain: entities and situations (events, states,
actions, processes). In the ontology population task, the found objects should be
represented as instances of concepts and relations of the ontology. It is necessary
to establish referential relations between all instances found in the process of
text analysis and instances of the ontology information content (which does not
exclude the possibility of adding new instances to the ontology).

3 The Model of Information Extraction

Consider the environment in which our approach to coreference resolution is
being developed. Fig. 1 shows the general scheme of the information extraction
system (IE-system) with the emphasized module of coreference resolution.

The input of our IE-system comprises: the ontology of a subject domain, the
ontology population rules and the results of preliminary text processing including
the terminological, thematic, and segment coverings of an input text.

A terminological covering is the result of lexical text analysis which extracts
terms of a subject domain from a text and forms lexical objects using semantic
vocabularies. A segment text covering is a division of the text into formal
fragments (clauses, sentences, paragraphs, headlines, etc.) and genre fragments
(document title, annotation, glossary, etc.). A thematic covering selects text
fragments of a particular topic. A construction of a thematic covering is based on
the thematic classification methods.

The module of information extraction constructs objects representing instances
of concepts and relations of the domain ontology from the lexical objects
[18]. This module uses the ontology population rules which are automatically
generated from fact schemes. The fact schemes are formulated by experts
taking into account the ontology and language of a subject domain. These fact
schemes constrain morphological, syntactic, structural, lexical, and semantic
characteristics of the objects.

The coreference resolution module [19] runs in parallel with the information
extraction module. This module forms hypotheses about coreference relations,
and calculates their weights using various factors discussed below.



102 Elena Sidorova, Natalya Garanina, Irina Kononenko, Alexey Sery

Text model Facts ( Ontolo
. g schemes CT)
(Fra1) | b 8 -~
i Ftr*zrjn ) v ‘ Ontology content
Segment b, U
text coverin, r ‘ \
" Module of N
— B o 4 Coreference -
o S information - C? L
i 1/ N resolution module
T TR | extraction | | D =
) . 3 i Object text
: . coverin:
Terminological l ; g
text covering /|:\
Ambiguity
L\) resolution
Thematic Confli t' —— 4 ‘ module |
text covering | onflict variants o “_ >

object text covering

Fig. 1. The scheme of the system of information extraction and ontology population.

The ambiguity resolution module resolves all types of conflicts which are the
result of various interpretations of the input text — different object text cover-
ings for the same text fragment. This module chooses the most informative vari-
ant from the set of possible interpretations (the variant with the highest weight)
[20].

The result of the work of our IE-system is the population of ontology content
by instances of concepts and relations of the subject domain found in the input
text.

3.1 The Ontology of a Subject Domain

An ontology O of a subject domain includes the following elements:

— afinite nonempty set C,, of classes for representing the concepts of the subject
domain,

— afinite set D, of data domains, and

— a finite set of attributes with names in Atr, = Dat URel ,, each of which has
values in some data domain from D,, (data attributes or datatype properties
in Dat ) or has values as instances of some classes (object attributes or object
properties in Rel ,, which model binary relations).
Each class ¢ € C, is defined by the set of its attributes: ¢ = (Dat, Rel ), where

every data attribute & € Dat_ C Dat , has the domain d, € D, with values in v,

and every object attribute p € Rel S Rel,, has values from the subset C S C,,.
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The set of all class attributes is denoted by Atr, = Dat U Rel . We consider an
ontology without data and class synonyms, i.e. V a,, a,€ Dat,: d #d ,and V¥
c,c,€C,: Atr, # Atr,.

We denote the class of an attribute y by ¢’ and the set of its values by D’. A
set of attributes of every class must include the nonempty set of key attributes
Atrf . The key attributes can either be data or object attributes. These attributes
guarantee unambiguous definition and uniqueness of the class instances.

Atuple a = (¢, Dat, Rel ) is an instance of the class ¢, = (Dat, ,Rel, ) (a €
c,) iff every data attribute o, € Dat, has a name ¢, e Dat, with the values
from Vd and every object attribute p eRel, has a name p €Rel, with the
values f;p as instances of the classes from C .

We use the standard class inheritance relation: the class c, is a subclass of the
classc,(c,<c)iff Va€c,a€c,

The information content IC,, of the ontology O is a set of instances of the
classes from O. The ontology population problem is to compute information
content for a given ontology from the given input data.

3.2 Polyadic Relations

The notion of polyadic relation is not considered in the classical ontology theory.
For example, the OWL — the standard ontology description language — has no
language constructions for polyadic relations, only binary relations (Object
Property) are available. On the other hand, polyadic relations frequently arise
in the tasks of extracting information from texts, because they can describe the
propositional content of a statement that represents an extra-linguistic situation,
or state of affairs (event, action, process, etc.).

To overcome these shortcomings, we model polyadic relations (or just
relations) by ontology classes with constraints on the set of attributes. First,
relations classes have to include at least two object properties. Second, every
object property of a relation has to be a key attribute. A polyadic relation may
also contain datatype properties without special constraints.

Due to this definition, a polyadic relation is naturally represented by the
set of binary relations. And vice versa, a binary relation can be represented by
the polyadic relation with two object properties as a special case of polyadic
relations.

In text processing, we consider polyadic relations correspond to descriptions
of situations (actions, processes) and other objects with complex structure. The
following Table 1 gives some examples of polyadic relations extracted from
texts.
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These examples relate to the automated control systems subject domain that
includes such relation classes as Action, Process, Function, Control, Movement,
Change_of state, etc. Object properties of relation classes correspond to the
hierarchy of semantic roles. The semantic role is a generalization of the functions
of a participant in a range of situations denoted by a group of predicates, and
hence the types of corresponding situations.

Table 1. Examples of polyadic relations

Type: information_transfer
S1 Sender: X
Recipient: Y
Action Message: Z
Content: null

The system (Y) receives commands
(Z) from the operator (X)

Agent: X2 The command (Z) is entered by the
S2 Process  Type: processing operator (X2) through the remote
Message: Z operator console

33 The Coreference Resolution Problem

The information content of a text consists of a set of instances of ontology classes
and relations found in the text, which are provided with additional information.
We define a set 4 of information-text objects (i-objects) retrieved from input data
and corresponding to ontology instances. Every i-object a€A has the form (c,
Dat, Rel, G, P ), where
— ¢,€ C,, is the ontology class;
Dat is the set of data attributes o, = (c.,V;, ), where
*a € Dat, is the attribute name, and V, is the set of values v € d ;
Rel is the set of object attributes p, =(p.V, ), ‘where
* p € Rel,_ istheattributename,and 7/, 1sthesetof1 objectsofaclassc, € C,
— G, isthe grammar information (morphologlcal and syntactic features based on
grammar features of lexical object);
— P, is the structural information (a set of positions in the input data and the
formal segments).

The attribute y of the i-object a is filled if V, # & . We denote by Atr, = Dat U
Rel the set of all attributes. Each i-object corresponds to some ontology mstance
ina natural way as follows. Leta = (¢, Dat, Rel , G, P ) be an i-object, then its
corresponding ontology instance is a' = (¢, Dat,, Rel ), and every a € Dat , has
value(s) in ¥, and every p€ Rel  has values in V

We assume that i- -objects a and b are possible coreferents a = b (candidates
for coreference) iff their classes are transitively related by the class inheritance
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relation and the set of values of all filled key attributes of one i-object is included
in the set of values of the corresponding key attributes of the other i-object.

The coreference resolution problem is to detect if given candidates for
coreference correspond to the same ontology instance.

4 Referential Factors

In previous papers [19], we considered two types of factors that affect the
evaluation of the measure of the coreferential similarity of two objects. First,
discourse factors (local textual and contextual) are determined by the language
means used to represent the objects in the text and by their location in the text
structure. Second, semantic factors determine the similarities of objects with
respect to their ontological structure and relations.

In our approach, we distinguish logical-ontological factors for considering a
set of associated relations between objects. For these factors we use the properties
of relations specified in the ontology.

All these factors are used to evaluate similarity of objects mentioned in the
text. For each factor, we define a similarity measure. This measure corresponds
to the degree of strength of the coreferent relation between the i-objects a and b
with respect to the factor, without taking into account other factors.

4.1  The Coreferential Conflict and the Similarity Measure

We define coreferential conflict as a case when two non-coreferent i-objects a
and b are possible coreferents of the third i-object c: a ¢wb < (a = c)A (b= ¢)
A—=(a=b).

To determine which of these i-objects are actually coreferent, we use the
measure of coreference similarity of i-objects. This measure for i-objects a and
b is denoted as cs(a,b). If the non-coreferential i-objects a and b are possible
coreferents for the i-object ¢, we say that the coreferential conflict is resolved
to a iff cs(a,c) > cs (b,c), i.e. the i-object a is more similar to i-object ¢, then
i-object b.

The integral measure of similarity cs(a,b) is calculated as an Euclidean
measure of similarity based on four measures — semantic S(a,b), context C(a,b),
position P(a,b) and grammar G(a,b).

cs(a,b):%\/(l—S(a,b) *+(1-C(a,b) *+(1-P(a,b) * +(1-G(a,b) * (1)
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The context similarity measure C(a,b) takes into account the information
connectivity of i-objects in a given text. This measure depends on the number of
i-objects which directly or indirectly use a) attribute values from both a and b,
and b) attribute values borrowed by a from b, and by b from a, for the evaluation
of their own attributes.

The position similarity measure P(a,b) takes into account variants of location
of i-objects in an input text. This measure depends on the number of segments,
number of possible candidates in the conflict, and number of lexemes placed
between the positions of @ and b.

The grammar similarity measure G(a,b) is based on the standard linguistic
features such as gender, number, person, etc.

The semantic similarity measure S(a,b) determines the degree of proximity
of the corresponding attribute sets A#r, and Atr,. Comparing these two
sets takes into account both the similarity of the values of their constituent
elements and additional characteristics based on the ontological properties of
attributes, including the inheritance of classes and data attributes, intersection,
union, composition, refinement, inversion, inclusion, closure, transitivity and
symmetry.

In [1] we consider 11 types of similarities. Below we expand this set with
similarities using polyadic relations. Initially, S(a,b) was determined by formula
(2), where Simp = {(ct,,Bp)|sim(0,,Bp) # 0} :

1

S(a,b) = D sim(@,,B,) )

| Slm: | (0L, By )eSimy

Here, under the sign of the sum, all kinds of similarities of the attributes of
the objects a and b are collected. Practical considerations and experimental data
revealed particular cases in which basic formula (2) is inexact and instable with
respect to adding new attribute comparison characteristics: i-objects that have a
large set of comparable but actually not similar attributes can turn out to be close
with each other due to just taking into account that the similarity of attributes
that is greater than zero. It is worth noting that such cases are very rare due to
the definition of coreference and the formulation of the problem of extracting
i-objects. The second disadvantage of formula (2) is expressed by the fact that
adding new terms to the sum can decrease the total value. But one should expect
that positive additional information about the proximity of attributes have to
always increase the similarity of the corresponding i-objects. These additional
characteristics are based on the ontological properties of attributes, including,
in particular, composition, transitivity, refinement, etc., and specials properties
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of polyadic relations described below. In view of the above, it was proposed to
convert formula (2) to a formula of the following form:

S(a,b) =S +(1-5F2). s~ 3)

The value S$2€[0;1] corresponds to the similarity of the values of the
corresponding attributes of the objects @ and b without taking into account the
additional characteristics, and $*€[0;1) — the additional information provided by
these characteristics.

S is calculated by formula (4), similar to formula (2), where the set of pairs
of similar attributes Sim, is replaced by the set of pairs of comparable attributes

Compy, ={(0.,,Bp) |0, € Atr,, By € At 00 = B}.

§EO :% S sim(0,,Bp) (4)
| Compy, | (., .B,)cComp!

Only measures of standard similarity of attributes by values stand under the sign
of the sum in the formula (4) [19].
Let the total amount of additional information about the attributes of objects
a and b be
I= Y sim*(y,.8,) (5)

Y €Altr, 8, eAttr,

Here the symbol A denotes additional properties of attributes, such as transitivity,
composition, etc. It is obvious that / can take any positive values. Hence, in order
to get the value of $* varying from 0 to 1, we need a monotonic transformation
defined everywhere on the positive semi-axis. Using /, we evaluate the additional
similarity of the i-objects @ and b. Really, we determine the value of the probability
of this similarity S*:

St=——
1+17

(6)
We can see from formulas (3), (5) and (6) that
— S(ab) =1 85%2=1,
— S*€ [0,1), and
— S(a,b) > S SP< ] A S> 0.

In other words, when objects have incomplete similarity in the values of
comparable attributes, and the additional information is available, the degree
of similarity S is always greater than S22, but full match is achieved only under



108 Elena Sidorova, Natalya Garanina, Irina Kononenko, Alexey Sery

the condition that the values of all comparable attributes are the same taking
coreference into account.

4.2 Relations Factor

For evaluating similarity we consider polyadic relations in the following two
aspects.

First, comparing polyadic relation instances for identification coreference
between them.

Example 1. When the bottle reaches a certain position, (the sensor®
communicates with the conveyor¥)S! to inform it that it should stop. For this
purpose (the sensor® sends a signal Stop” to the receiving device of the conve-
yor?)s?

In this example, we can distinguish two possible coreferent instances of
polyadic relations S7 and S2:

* S1: Contact (Originator: X, Recipient: Y)
* S2: Information_transfer (Originator: X, Recipient: Y, Content: Z)

These instances are similar because their Originator and Recipient attributes
have coreferent values.

Second, using information about polyadic relations for identification
coreference between i-objects participating in these relations. For this purpose,
pairs of relations are considered that contain similar values (besides the objects
themselves being compared). Change the example from the previous version.

Example 2. (The sensor™ transmits a message” to the conveyor?)S! to inform
it that the bottle has reached a certain position. So, (it controls the operation
of the conveyor?)s?.

In this example polyadic relations are represented by the following
instances:

* S1: Information_transfer (Originator: X1, Recipient: Y, Content: Z)
* S2: Control (Controller: X2, Patent: Y)

We consider the instances X1 and X2 are similar because S1 and S2 have a
similar value Y. Note that in the last example the relations of different classes with
different sets of object attributes are compared because we allow the comparison
of arbitrary relations.

We define the following formal ontological properties for object attributes.
They are used for definition of object similarity measures that take into account
polyadic relations. We borrow some concepts of relational algebra. We denote
the set of all polyadic relations of the ontology O by S ..

Definition 1. Let p, p', p"" € Rel .
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- The attribEtes p, p’ are in the projection relation p=_p" iff C,C,ES, and 3
A=(y,,...,v ), A=(Y',..., ¥ ):V aE cE C,3a'eC: n(a)=m(a’),1i.e. V=V
(i€[1..m]), and vice versa, V a’€ ¢'€ C 3 a € C: my(a’) = m(a), i.e. the values
of the attributes that are in the projection relation are instances of the polyadic
relations that contain equal values.

— The attributes p, p’ and p” are in the natural join relation p=p’'>ap"” iff C,
C,C.ES, andV a'€ c'€ C,da€ceC ACAt; n, (a)=m,(a),Va'Ec’e
C,daeceC ,ACAtr; m, (a")=m, (a),and V a€ c€ Cp,be Atr :(Fa’€EcE
Cp,, b’€ Atr,: b=b")V (3 a"€ ¢"€ Cp,,, b"”€ Atr,,: b=b"), i.e. the instances that
are the values of the object attributes p’ u p" are complementary different views
(projections) on the values of the attribute p.

Thus, the projection describes a subset of the common elements of the relation
instances. In Example 1, the common projection of instances of the relations S/
and S2 is {X, Y}. In Example 2, the corresponding projection is the set {¥, X/,
X2}. The natural join takes into account the presence of a third relation when
comparing a pair of relation instances. This relation includes the join of the
attributes of these relations. The presence of such a third relation is an evidence
of the information included in the first two ones.

The example of the ontological natural join relation is ontological description
of the modules of a technological complex that execute the similar tasks. Each
module is represented by a relation, including instances of the tasks: S . (w,
..., w ). The complex performs the whole set of tasks, which is the result of the
natural join of the tasks executed by the modules: Uw,, w, € S, .

For those cases when properties of attributes in Definition 1 cannot be derived
from the ontology description, there is a need to check the necessary conditions
of the presence of the properties. The following proposition formulates these
conditions in a constructive way. We denote the necessary condition of a property
x by V¥,

Proposition 1. Let p, p', p" € Rel .
— p=,p' 2N"=(CNC_ #0);
— p=p'xp” >N =(C U'C c'C).

Here, the superscript i in the set operations means that we make the operation
over the elements of the sets and over their parental classes and subclasses in the
class hierarchy. The proof follows from Definition 1.

Taking into account Definition 1, we define the projection and natural join
based similarities of the attributes. We also define the class similarity. In the
following definition, the superscript » in comparison operations and calculation
of the power of sets means that the operations consider the elements of the sets
and their possible coreferents.
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Definition 2. For i-objects a and b with a = b and ¢, < c,, we compute the
power of the class similarity as sim‘(c, c,) = |c,|/|c |, where |c | is the number of
subclasses of the class x including x itself.

Definition 3. For i-objects a and b, we consider object relation p€ Rel and
¢ € Rel, with p, (€ S is

— projectionally similar p~_ &, iff p=_ &V N™ and S=U cvo {Xc Atr_ | 3
YEV,, YE Atr, : n (x)="7n,(y)} # @. The power of the projection similarity is
Sim(p, &) =AIS7( e(V, )" +(V,)"). where ¢(V) = %, 5 .. IV, [

—joinly similar p~ &, iff 3 p: p=p=&Vv N*and S"= {(x,y) | XEV ,YEV,,
3ze CY, Z C Atr, Zyg AtrtAtr € Z U Zy, n, (X)='7m, (z) and © Atry(y)=r n, (2)}
# @. The power of the join similarity is sim™(p, &) =‘/2|S"“|((|Vpa|')'1+(|Véb\‘)'1).

Thus, we can take into account the power of sim¢, sim™ and sim™ of the
projection and join similarity in the semantic similarity measure along with the
other factors in formula (5). This allows us to take the context into account more
accurately, improving the quality of information extraction.

5 Characteristic of Experimental Study

The proposed approach to resolving coreference is based on the properties of
the domain concepts presented formally. Testing its implementation requires for
a formally presented ontology of a subject domain, as well as text corpus an-
notated in accordance with the ontology. Typed coreferential relations also have
to be annotated.

There exist coreferentially annotated corpora for English (MUC) and a number
of other languages (Catalan, Dutch, English, German, Italian, Spanish, Czech,
Chinese and Arabic). The first open corpus for Russian is RuCor (available at
http://rucoref.maimbava.net/) that represents anaphorical and coreferential
relations and morphological annotation. RuCor contains about 200 texts of
different genres (primarily news, essays, and fiction) that do not correspond to
any special subject domain [21]. The lack of appropriate datasets with deep layers
of annotation is the obstacle to the study of complex cases of coreference.

Hence, for evaluation of our approach we form a corpus of examples with a
complex type of coreference, which can be resolved on the basis of ontology.
Several examples are selected for each type of ontological relation. The total
volume of the corpus is about 50 text fragments taken from texts of technical
documentation and encyclopedias. These fragments represent specifications
of requirements from the subject domain of automated control systems. Each
example is annotated by coreference relations with types based on ontological
properties.
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We consider such annotation of coreference information necessary for
further linguistic research. Extending the capabilities of automatic analyzers
with computational similarity models based on ontological properties improves
the quality of coreference resolution. Thus, for the examples found, the use of
logical-ontological measures allows to increase the measure of similarity of the
“correct” variant by 0.05-0.1 (5-10%).

6 Conclusion

In the papers on the topic of coreference resolution, we proposed a formal
statement of the problem and mathematically-strict definitions of the notions of
coreference, coreferential conflict and ontological properties used to resolve the
coreference. This is an important contribution to ensure the correct operation and
improve the quality of the coreference resolution algorithms.

The main features of the proposed approach to coreference resolution are:

1. shift of the emphasis from discourse factors to the subject knowledge, pri-
marily to the ontology of the subject domain to be populated through information
extraction, disambiguation, and coreference resolution;

2. integration of computational and linguistic models and techniques of text
analysis at the phase of semantic processing. Thus, weighted coreferential rela-
tions between objects are used for coreference resolution. In this process, the
hypothetic coreferential relations are generated by the linguistic model, and the
resolution (choice of the best hypothesis) is based on the statistical data;

3. scalability of the solution. Our approach can be enriched with new infor-
mation extraction rules and referential factors.

The corpus with annotated coreference is necessary for studying different
cases of repeated mentions of events that need ontological information about
polyadic relations to correctly resolve coreferences. Our future research will
focus on general classification of such cases. We plan to develop special case-
oriented coreference resolution techniques, particularly, by considering the
relevance of ontological properties for the evaluation of similarity of possible
coreferents. Taking this into account, we are faced with the problem of defining
ontology formal properties that provide a better solution to the tasks of extracting
information from the text and, in particular, the resolution of the coreference.
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Abstract. This paper presents results of the research on possible applica-
tions of keyphrase extraction algorithm KEA. Although this algorithm is
widely used as an effective and universal tool for keyphrase extraction,
our study is aimed at exploration of its further adjustments in the tasks
of translation equivalents search and for semantic compression, namely,
for extractive summarization. To be precise, in our first series of experi-
ments we analyzed the output of KEA based on the text corpus developed
from the United Nations documents in order to find semantically associ-
ated structural units (possible translation equivalents) among Russian and
English keyphrases. The second series of experiments is concerned with
using keyphrases automatically extracted by KEA to compose extracts for
short stories. In this case we also compiled a corpus of short stories writ-
ten in (or translated into) Russian and adjusted KEA so that ranked sen-
tences with keyphrases could be used to form previews for the stories.

Keywords: keyphrase extraction, KEA, translation equivalents, sum-
marization.

1 Introduction

Keyphrases have a wide range of practical applications in rather different fields
such as document summarization, indexing, information retrieval, library sys-
tems, etc. Being structural units themselves, keyphrases convey the most im-
portant information about the content of the document. That is why automatic
keyphrase extraction is one of the most highly sought tasks to solve today.
There are different approaches to extract keyphrases from a document [1, 2]:
statistical (TFXIDF, Chi-square, C-value, Log-Likelihood, etc.), linguistic (in-
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cluding different levels of linguistic analysis), machine learning (Naive Bayes
classifier, SVM, etc.) and also hybrid algorithms (KEA).

In this paper we explore further implementations of one of commonly known
keypharse extraction algorithms KEA (Keyphrase Extraction Algorithm) in the
wide field of Natural Language Processing (NLP) [3]. Therefore, we conducted a
series of experiments trying to adjust KEA to the tasks which combine semantic
compression and text transformations.

To be precise, in the first experiment we try to find out if KEA is capable of
finding semantically related unites, such as translation equivalents, synonyms,
hyponyms, etc., for two different languages, namely Russian and English.

The second experiment is devoted to the possibility of using KEA as an
intermediate tool for an extractive summarization [4] algorithm. Keyphrases
automatically extracted by KEA were used to identify salient sentences in the
text.

To mark the borders of our research, it needs to be noted that we are not trying
to find new solutions to existing problems in the field of NLP. The subject of our
study is KEA itself, namely, how it can be used and what for. Thus, those ap-
plications of KEA that we will consider further represent only one of all possible
varieties of approaches to solving some certain tasks, and also give new infor-
mation about KEA’s abilities. Despite the fact that the algorithm is not precisely
new, we have chosen KEA for our experiments because it proved to be a useful
and universal tool in different fields, but so far has not been used for processing
Russian texts.

We would also like to state in advance that, as a significant part of the re-
search was conducted manually, in many aspects it is not large-scale.

The paper is organized as follows. Section 2 briefly describes the structure
and working principles of KEA. Section 3 contains description of the first pos-
sible KEA application, namely identification of translation equivalents, while
Section 4 deals with the second experiment which concerns composing extracts
for short stories based on keyphrases extracted by KEA. Section 5 is devoted to
general conclusions and future work.

2 KEA Structure

KEA was developed by I.LH. Witten et al. in New Zealand in 1999 [5, 6]. It is a
keyphrase extraction algorithm which contains two stages:
- training: KEA is trained on the documents where the keyphrases are
manually assigned by the author; as a result, a model for identifying key-
phrases in new documents is created;



116 E.V. Sokolova

- extraction: the model created on the previous step is applied, and the
keyphrases for new documents are identified.
On both stages, by certain rules, KEA chooses candidate phrases. The proce-
dure of candidate selection is as follows:
1) preprocessing of the input documents:
- tokenization,;
- relative phrase boundaries are placed;
- non-alphabetical characters are removed.
2) keyphrase candidates filtering:
- the length of a candidate keyphrase is limited to a certain size;
- proper names cannot be chosen as candidate keyphrases;
- constructions beginning or ending with a stopword cannot be candi-
date keyphrases.
3) case-folding and stemming.
After that for each candidate two features — TFxIDF and first occurrence — are
calculated. 7FxIDF shows how often a phrase occurs in the document in com-
parison to its frequency in some large corpus:

freq(P,D)
size(D) X

df (P)

TF X IDF =
N

log,

,where

freq(PD) is the number of times P occurs in D;

size(D) is the number of words in D;

df(P) is the number of documents of some collection of documents or in some
corpus containing P;

N is the size of the collection or corpus.

The second feature, first occurrence, is the distance between a phrase first ap-
pearance and the beginning of the document, divided by the number of words in
the document. The result is a number between 0 and 1.

After being trained, KEA marks each candidate as a keyphrase or non-key-
phrase, which is a class future used later by Naive Bayes classifier. Then, by
applying the model built on the training stage, KEA selects keyphrases from
a new document and after some post-processing operations represents the best
keyphrases to a user.

When the classifier processes a candidate phrase with feature values ¢
(TFxIDF) and d (distance), two quantities are calculated:

Y
Plyes] = H—NPTFXIDF [tlyes]Pgistance[dlyes]

and the same for P[no], where Y is the number of positive instances in the train-
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ing set, i.e. keyphrases assigned by the author, and N is the number of negative
instances, i.e. candidate phrases which are not keyphrases.

The overall probability that a candidate phrase is a keyphrase, in its turn, is
calculated in the following way:

p = Plyes]/(P[yes] + P[no])
According to this value, candidate keypharses are ranked and the first , where r
is a requested number of keyphrases, presented to the user.

3 Translation equivalents among Russian and English
keyphrases automatically extracted by KEA

3.1  Collecting and preprocessing text corpora

Besides KEA’s possible practical usages this experiment was also aimed at veri-
fying, to which extend KEA is a language independent tool. For us it would
mean that it is capable to identify conventionally ‘the same words’ for the same
document written in several languages. For this purpose we developed a corpus
using the United Nations (the UN) documents [7] as official papers have at most
precise translation and are written in formal style.

The corpus contains official letters, declarations, protocols, reports, etc. On
the whole, it includes 60 documents (~ 115000 tokens), where 30 documents are
written in English and 30 — in Russian. In each subcorpora 25 documents were
taken for the training set, while the rest 5 formed the test set. The documents in
each set were picked randomly. Obviously, in the UN documents no manually
assigned keyphrases are provided, so we used document-headline pairs in the
training set.

As it was already mentioned, KEA is a universal language-independent al-
gorithm that means that the importance of a phrase for the document content
does not depend on any particularities of a language. Although the realization of
KEA allows to provide external language-dependent modules such as stemmers,
for example. And its initial package contains stemmers for some languages, but
Russian is not among them. As using different stemmers for document prepro-
cessing could influence the resulting list of keyphrases, no linguistic processing
of the documents was used in this experiment. Thus, equal conditions were set
up for both languages.

In processing English texts we used an internal list of stopwords, created by
the developers of the algorithm, and stopword list for the Russian language was
collected from Russian National Corpus (RNC) lists of function words and ab-



118 E.V. Sokolova

breviations [8]. It includes the most frequent prepositions, particles, pronouns,
interjections, some parentheses, digits and Latin characters.

For each document of the test set we obtained a list of 20 (the number recom-
mended by the developers as containing the most salient keyphrases) the most
relevant keyphrases. After that the lists were manually analyzed in order to find
translation equivalents.

3.2 Results and evaluation

It is worth mentioning that results obtained in the course of experiments cannot
be evaluated with high precision as the algorithms of keypharse extraction as
such are hard to evaluate, especially when no manually assigned keyphrases are
provided. Moreover, the algorithms like KEA, as a rule, work better for the docu-
ments that were preprocessed, — for languages with rich grammar like Russian
in particular. As it was already noted, we did not perform preprocessing of the
documents in our study to create at most equal conditions for both languages.
Therefore, for each document we decided to calculate the percentage of semanti-
cally associated structural units for both outputs combined together. The number
of units being members of some kind of semantic relations was dived by 40 (20
Russian keyphrases for a document and 20 English keyphrases for a document)
and multiplied by 100 to get a percentage. Technically, of course, those are two
different documents, but as our study is of semantic nature, we consider it to be
unimportant detail. Obtained results with examples are shown in the Table 1.

Table 1. The percentage of semantically associated structural units of a document
among Russian and English keyphrases.

The percentage
of semantically
associated structural
units of a document

Document id Examples

Paris Agreement — [Tapmxckoro corameHus
Annex I to the Convention — npunoxenue [
G1812398\400 65% Kk KonBenmuu
included in Annex — BKIIFOUCHHBIX B
MIPUIOKCHUE

TIR carnet holder — nep>areins KHHKKH
MJIT
subcontractor — cyOIoApsIIHKa
container — KOHTeHepa

G1813678\80 67,5
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Advisory Committee — KoHCyTbTaTHBHBII
KOMHTET
liquidation — nukBHIAIINU
mission — MHCCHH

N1813436\38 65%

terrorism and transnational organized crime —
TEpPOPHU3MOM U TPAHCHAIOHAIBHOH
N1813943\46 75% OpraHU30BaHHOMN MPECTYIHOCTHIO
Security Council — Coser be3onacnoctu
crime — IPeCcTyMHOCTHI0

member states — rocyapcTBO-wIeH
V1802422\24 60% voting rights — npasa ronoca
contributions — B3HOCOB

As we can see, we indeed can find translation equivalents in the output what
proves KEA’s language-independence and new possibilities for research in that
area.

Although for these figures some notes should be made. Firstly, KEA tends to
break semantically associated units. For instance, for the document G1812398\400
we had Paris, agreement and Paris Agreement for both languages. It is quite a
common issue for automatic keyphrase extraction, but among researchers there
is still no convention how to conduct any kind of calculations in this case. In our
paper we decided to count full phrases as well as their parts. So, in the example
above, all three units were considered to be semantically associated.

Secondly, because of the certain nature of texts in our corpus, we mainly
dealt with translation equivalents, and sometimes it is hard to tell, whether or not
keyphrases are equivalent and whether the parts came from the same phrase. For
example, for a document N1813943\46 were extracted Cosem bezonacrnocmu,
Cogem Beszonacnocmu nanomunaem, Security Council and encourages. In such
cases we had to turn to the original text, which is not very convenient within the
experiment, because it was done manually for each document in the corpus, to
look at the context. But it is still impossible to tell, if Security Council came from
Security Council encourages or Security Council recalls. As a used corpus was
not aligned, looking at the context becomes a separate problem.

Therefore, such, sometimes, high figures are a product of evaluation issues
appearing while processing broken phrases. Those breaks may be caused not only
by KEA’s peculiarities, but also by the absence of morphological preprocessing
of the texts. It is commonly known that ‘messy’ data causes calculation mistakes,
that is why we admit that our evaluation is raw and does not claim to be the only
one possible or highly precise.
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4 Automatic summarization of short stories

4.1 Data preprocessing

In this paper we used KEA to create extracts based on the original text [9, 10].
According to [11] extract is a collection of passages (ranging from single words
to whole paragraphs) extracted from the input text(s) and produced verbatim as
the summary.

For this experiment we compiled a corpus of 35 short stories written in
Russian and Russian translations of famous literary works. Among the authors
whose stories were used are A. Chekhov, O. Henry, D. Kharms and others. While
selecting the only criterion was a small size. 30 short stories were used for the
training set and the rest five for the test set. As manually assigned keyphrases for
training we took abstracts for those stories written by users of [12].

Further actions can be divided in two ways:

1. Experiments based on the lemmatized training set:

—  lemmatization of the abstracts;

—  deleting stopwords;

— lemmatization of the training set;

— lemmatization of the test set;

— extraction of 20 the most relevant keyphrases.
2. Experiments based on the non-lemmatized training set:

— lemmatization of the test set;

— extraction of 20 the most relevant keyphrases.

— lemmatization of the output keyphrases.

The reason for this division is the fact that KEA produces different results
depending on if the training set has been lemmatized or not. For lemmatization
we used morphological analyzer pymorphy?2 [13] in Python.

4.2  The algorithm

As the corpus has been processed and keyphrases for the test set extracted, an ex-
tract for a story is automatically composed based on obtained results. We devel-
oped and tested the algorithm which was implemented in Python. Our algorithm
is composed of several modules including preprocessing as well as the module
creating an extract.
The algorithm contains several stages:
1) the text is split into sentences: as the search of keyphrases in the text
is conducted by lemmas, later we need to find and extract original
sentences;
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2) the title and the first sentence are extracted: we need the title to bound
an extract with its story, and the first sentence gives it a start;

3) the search of the keyphrases in the sentences: at this point we have
lemmatized original texts and their keyphrases to conduct a search by
lemmas;

4) candidate sentences are assigned some scores (this stage will be dis-
cussed later);

5) selected sentences are extracted from the original text and the first five
(including the first one) having a score more or equal to 2 form the
extract.

Scores are assigned as follows:
1, if a keyphrase is included in one of the constructions listed below, and if it
is a subject or a predicate of the sentence in the first two cases:
—  noun:
e noun + noun\verb\full adjective\short adjective (in
the distance of +\- 1 from the main word)
— verb:
e verb + noun\infinitive (in the distance of +\- 1 from
the main word)
e verb + full adjective + noun
— adjective:
e adjective + noun (in the distance of + 1 from the
main word)
e verb + adjective + noun;
2, if a keyphrase in the sentence is among the first five from the output list;
3, if a sentence contains more than one keyphrase;
4,5, 6 are assigned for combinations and if a sentence contains several key-
phrases.

4.3 Results and evaluation

Therefore, the obtained extracts are as follows.

Here is an extract for ‘Enemies’ by A. Chekhov. The story begins when to the
doctor, whose son has just died, comes a visitor and asks for help because his
wife is sick. The doctor refuses saying that he cannot work now, but eventually
agrees to come.
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Table 2. Examples of extracts automatically composed by the proposed algorithm.

Lemmatized training set

Non-lemmatized training set

BPAT'U.

B oecsaimom uacy memnozo
CEHMABPLCKO20 6e4epa y 3eMCKO20
ooxkmopa Kupunosa ckonuaics om
Ougpmepuma e20 eOUHCMEEHHbIU CbIH,
wecmunemnui Anopetl.

— A ooma, — omeemun Kupunos.

— Iloka exan k 6am, uccmpaoaics
oyuioii... Odegaiimecv u edemme, paou
6oea... [Ipouzoutno smo maxum oopazom.

— Bepome, 51 cymero oyenums auie
senuxodyuiue, — bopmoman Aboeun,
noOCaxNcu8as OOKMopa 6 KOIACK).

B ezo0 ocanke, 6 nnomno 3acmeznymom
clopmyKe,  2puge u 6 auye
YY6CME08ANOCH YMO-MO ONaA20POOHOe,
JbBUHOE; XOOUIL OH, 0epPIHCa NPAMO 201108y
U 8bINAMUE BNEPED 2PYOb, 2080PUT
NPUAMHBIM OAPUMOHOM, U 8 MAHEPAX,

€ KaKUMU OH CHUMAN C80€ KaulHe unu
HONPAGIISLI 60I0CHL HA 207108€, CKBO3ULO
MOHKOE, NOYMU HCEHCKOE U3AUECMEBO.

BPAT'U.

B oecsimom uacy memnozo
CEHMABPLCKO20 6e4epa y 3eMCKO20
ooxkmopa Kupunosa ckonuancs om
Ougpmepuma e20 eOUHCMEEHHDILU CbIH,
wecmunemnui Anopetl.

Kupunos, xax ovin, be3 ctopmyka, 8
paccmezHymou srcuiemxe, He 8bIMupas
MOKPO20 Uy U pyK, 000MHCHCEHHBIX
KapOOAKOU, nowen cam omeopsms 08epb.

— A ooma, — omeemun Kupunos.

Ouens pao, umo 3acmai... boea paou,

He omKad)cume noexams ceuuac co
MHOIL... Y mens onacno 3abonena sxncena...
U sxunadnc co mmoi... Ilo eonocy u
OBUNCCHUSM 80UUEOUE20 3AMEMHO

ObLI0, YMO OH HAXOOULCS 8 CUTILHO
6030YHCOEHHOM COCOAHUU.

Koeoa Aboeun ewe paz ynomsmyn npo
Tanyunckozo u npo omya ceoeli dicenvl U
ewe pas Hayal UCKamo @ NOMemMKax pyKy,
OO0KMOp 6CMPAXHYIL 2010601 U CKA3AJ,
anamuyHo pacmsauBdsl Kaxicooe Ciogo:
— H3zeunume, s ne mocy examo... Munym
NAMb HA3A0 Y MEHS... YMeD CblH... —
Heyoicenu?

In this case, the second extract seems to be more appropriate, as it is more coher-
ent and does not contain redundant information.

Now we can see a counter-example. The story is ‘Tobin’s Palm’ by O. Henry.
Two friends are going to Coney Island to cut loose because one of them, Tobin,
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has just been deceived and robbed by his girlfriend. There they meet a gipsy who
warns Tobin to stay away from certain people and says that he will meet a person
who will bring him luck. So, the rest of the story Tobin and his friend are trying

to find that person.

Table 2. Examples of extracts automatically composed by the proposed algorithm
(continue).

Lemmatized training set

Non-lemmatized training set

Jlunuu cyowobi.

Mui ¢ Tobunom Kax-mo Haoymanu
npoxamumocs Ha Konu-Aiineno.

IIpomesic nac 3agenoce wemoipe doniapa,
ny a Tobuny mpe606anoch pasgneuscsi.

Komu Maxopuep, eco munas us
Cnatieo,[70] kax ck603b 3emi0
nPOBANUNACH C MO20 CAMO20 OHS MpU
Mecaya momy Hazao, Ko2oda YKamuaa 8
Amepuxy ¢ 08yMs COMHAMU OONLIAPOS
cobcmeeHHbIX coepediceHull U ewe ¢
comHetl, bIPYUEHHOI 3a NPOOAXCY
Hacredcmeennvix enadenuii Toouna —
omauunoeo domuwiku 6 box [llonnayx u
nopocenxa.

— A euorcy oanvute, — 2osopum
eaoanka, — umo y meos MHo20 3a00m u
HenpusimHocmeti om moti, KOmopyio mol
He Modiceutb 3a0blmb.

— Bepeaucv, — npoodondicaem 2adanxa,
— bOproHema u ONOHOUHKU, OHU BMAHYM
mebsi 8 HeNPUMHOCIL.

Jlunuu cyowooi.

Mui ¢ Tobunom kax-mo Haoymanu
npoxamumocs Ha Konu-Aiineno.

IIpomesic nac 3agenoce wemoipe doniapa,
ny a Tobuny mpe606anoch paseneuscsi.

Komu Maxopuep, eco munas usz
Cnatieo,[70] kax ck603b 3emi0
NPOBANUNACH C MO20 CAMO20 OH MpU
Mecaya momy Hazao, Ko2od YKAmuaa 6
Amepuxy ¢ 08yMsi COMHAMU OONLIAPO8
cobcmeeHHbIX coepediceHull u ewe ¢
comHell, bIPYUEHHOI 3a NPOOAHCY
Hacredcmeennvix eradenuii Tobuna —
omauunoeo domuwiku 6 box lllonnayx u
nopocenxa.

Hy u 6om mvi, 5 0a Tobun, ogunynu Ha
Konu — mooicem, nodymanu mol, 20pKi,
KOleco 0a ewje 3anax HCapeHvix 3epPeH
KYKYPY3bl MALOCTb BCMPAXHYI €20.

Tobun evloaem el decsimbv YeHMO8 U cyem
€600 PYKY, KOMOPAs NPUXOOUMCSL NPAMOTL
POOHell KONbimy 10MOB0U KOHAU.

Here, the first extract is likely to be more successfully made because it gives the
story a start, while from the second one it is hard to understand what happened
with characters after they had arrived at Coney Island.

To give estimation to obtained results, we asked 6 experts to evaluate the texts

from the following three perspectives:
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e which one of two extract variations is better: lemmatized or non-
lemmatized; the one better is assigned 1 score, while the other gets 0
(further was evaluated the one that got 1 at this step);

e meaningfulness: if it is impossible to get something about a story
from the extract, the score for this parameter equals 0; if a reader
could get at least something, 1; and if an extract is for the most part
clear, 2;

e preview: whether or not a given extract can be used as a preview for
a short story.

The average evaluations for each parameter are shown in Table 3. As the first
parameter is a matter of preference and refers to another issue (data preprocessing),
total score was calculated only for ‘Meaningfulness’ and ‘Preview’ parameters, 3
consequently being the highest point..

Table 3. Expert evaluation of obtain results.

Title lemma.'uzed non-lemmatlzed Meaningfulness Preview Total
version version score

FEnemies,
A Chekhov 0,2 0,8 1,5 0,8 23
Strictly Business,
0. Henry 1 0 1,5 0,8 23
Tobin's Palm,
0. Henry 0,8 0,2 0,8 0,7 1,5
The Man in the
Case, 0,2 0,8 1,3 0,8 2,2

A. Chekhov

A story about a
priest, 0,2 0,8 1,2 0,8 2
M. Zoshchenko

Clearly, KEA can be used as an in-between tool for composing extracts for short
stories, as it has shown competitive results, gaining the average total score more
than or equal to 1,5 out of 3.

Interestingly, experts, as a rule, preferred a version based on non-lemmatized
data. In a way it confirms our suggestion that stemming from the source package
would be better for data preprocessing.
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5 Conclusions

In this paper we tried to find and test some further applications of KEA, namely
identifying translation equivalents in the same text written in several languages
and summarizing short stories. As we can see, KEA has managed to find the
equivalents in texts and summarize stories up to its preview. That means that
KEA is capable to serve as a universal and effective tool for different tasks and
may be useful not only for researchers but for naive users as well.
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Abstract. The problem of compiling a large multi-level annotated cor-
pus of Russian academic texts was sparked by the demand to measure
complexity (difficulty) of texts assigned to certain grade levels in terms
of meeting their cognitive and linguistic needs. For this purpose we pro-
duced a corpus of 20 textbooks on Social Studies and History written for
Russian secondary and high school students. Measuring text complex-
ity called for linguistic annotations at various language levels including
POS-tags, dependencies, word frequencies. Three complexity formulas
are compared as an example of using a corpus to study the complexity
of texts.

Keywords: multi-level, annotated corpus, Russian academic texts, text
complexity, POS-tags, dependencies, word frequencies.

1. Introduction

Automatic multi-level analysis of language implies utilizing a large corpus or
a number of corpora which are viewed to be of great value for several research
tasks [24]. In this paper we present the ongoing project carried out at Kazan
Federal University (Russia) aimed at compiling and annotating a corpus of
Russian academic texts.
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To the best of our knowledge, no prior corpus-based research has been
specifically conducted with the aim of estimating text complexity of Russian
educational materials on Social studies. The specific, though sporadic, studies
of Russian text readability did not go beyond using mere collections of limited
texts of a specific type or genre: fiction (mostly for academic purposes) [17],
legal [8], academic texts (chemistry, mathematics, economics) [26, 14, 20, 27].
Most of the research carried out in the area was based on English and other
Germanic languages for native and/or non-native readers [3, 6, 10, 16, 22, 23].
The shortage of previous corpus-based research on text complexity of modern
Russian academic texts provides a strong justification for pursuing the current
study. Our objective is to introduce a multi-level annotated corpus of Russian
academic texts with the ultimate goal of disseminating its potential in Russian
discourse research.

It is the authors hope that this proliferation will contribute to detailed
examination, identification and measurement of Russian text features. The
paper is organized in the following way: In section Background we first give
an introduction to the problem of text complexity, we also present the empirical
approach to the problem applied in modern multidisciplinary studies. In section
Corpus Description we provide information on the corpus collection regarding
the type of the texts collected, the size of the corpora and the ultimate goal
behind the corpus collection. In same Section we also provide information on
preprocessing of the corpus and the multi-level process of the annotation. In
Section 4 we briefly describe our experiments conducted with the compiled
corpus and in the conclusion section we offer the authors’ insights into the areas
of possible utilization of the corpus and the perspectives of the work.

2. Background

The earliest studies on readability dating back to late 19th century were most-
ly aimed at developing readability formulas and utilized a limited number of
quantitative features: average sentence length, average word length and word
frequency [13, 4, 5]. Given the simplicity of the models and availability of the
variables, the readability formulas have been the focus of harsh criticism since
they appeared for the first time. Modern advances in natural language process-
ing (NLP) allowed obtaining lexical and syntactic features of a text, as well as
automatically train readability models using machine-learning techniques [23].
Text readability studies based of ngram models were successfully conducted by
American researchers [9] and later on, based on syntax simplicity/complexity,
discourse characteristics (narrativity, abstractness, referential and deep cohesion,
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etc., extended to assessing a particular text profile and its target audience see
[16]. Modern researchers of English develop NLP tools of new generation pro-
viding accurate and valid analyses on various dimensions of texts and measure
complex discourse constructs using surface-level linguistic features such as text
structure, vocabulary or the number of unique words in a text, givenness or the
number of determiners and demonstratives in a text, anaphor or the number of all
pronouns lexical diversity, connectives and conjuncts which together with ana-
phor are indicators of text coherence, future as an indicator for situational cohe-
sion, syntactic complexity measured through the number of words per sentence,
and the number of negations [7]. Based on systemic language parameters text
features are to be specified for one language only. Thus, every modern NLP tool
as well as a readability formula are applicable to one language in particular. E.g.
parameters measured for English cannot be applied to estimating Russian texts
complexity as Germanic languages have limited morphology in comparison with
Russian [23] and all text features need to be validated in a corpus of a consid-
erable size. Owing to the existing lack of available corpora Russian discourse
studies at the moment are viewed as underdeveloped [25]. Russian academic
texts began being used in readability studies only in 1970-s [21], but with a
short break during 1990-s the studies in the area were quite extensive. Nowadays
researchers view the following text readability features as cognitively signifi-
cant: number of syllables, number of words, sentence count, average sentence
length, abstract words count, homonyms counts, polysemous words counts,
technical terms counts, etc. [20]. Ivanov V. V. tested correlations of 49 factors,
among which the strongest correlations are identified for the percentage of short
adjectives, the percentage of finite verb form, the Flesch-Kincaid Grade Level
Score, the Flesch Reading Ease Score [13], the Coleman and Liau index, aver-
age number of words per sentence, percentage of complex sentences, percent-
age of compound sentences, percentage of abstract words [11]. Karpov N. et al.
[26] conducted a series of experiments utilizing a number of machine-learning
models to automatically rank Russian texts based on their complexity. For the
purpose the authors compiled two subcorpora: (1) a corpus of texts generated by
teachers for learners of Russian as a foreign language (at http://texts.cie.ru); (2)
50 original news articles for native readers. They assessed 25 text parameters
of each text in the corpora, such as sentence length, word length, vocabulary,
parts of speech classification. For the last fifteen years, readability of Russian
academic texts has been actively discussed at conferences in Russia and abroad
as well as in numerous publications [21] but readability studies are still far from
being systematic and irregularities in reporting make it difficult to draw firm con-
clusions [23] mostly due to corpora limitations. The problem of defining Russian
text complexity features can be studied on a massive corpus containing academic
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texts used in modern schools. Unfortunately neither Russian National Corpus
nor Corpora of Russian (http://web-corpora.net/?1=en) though being large and
widely used in studies of lexical, syntactic and discourse features cannot be used
for the purposes of our research based on the fact that they do not provide access
to modern Russian academic texts.

3. Corpus Description

For the purposes of the study we compiled a corpus of two sets of textbooks
on Social Studies and History written for Russian secondary and high school
students. The total size of the corpus of 20 textbooks is more than 1 million
tokens.

The first collection of 14 texts from textbooks on Social Studies by Bogolubov
L. N. marked “BOG” by Nikitin A.F. marked “NIK” aimed for 5 — 11 Grade
Levels. In our study, Grade Levels means the class number for which the
textbook is intended. It was selected to teach the predictive model and define
independent variables of the text variation. The second collection of 6 texts
from textbooks on History by different authors aimed for 10 — 11 Grade Levels.
Both sets of textbooks are from the “Federal List of Textbooks Recommended
by the Ministry of Education and Science of the Russian Federation to Use in
Secondary and High Schools”.

To ensure reproducibility of results, we uploaded the corpus on a website thus
providing its availability online. Note, however, that the published texts contain
shuffled order of sentences. The sizes of BOG and NIK subcollections of texts
are presented in Table 1.

Table 1. Properties of the preprocessed corpus on Social Studies

Tokens Sentences Words per sentence
Grade BOG NIK BOG NIK BOG NIK
5-th - 17,221 - 1,499 - 11.49
6-th 16,467 16,475 1,273 1,197 12.94 13.76
7-th 23,069 22,924 1,671 1,675 13.81 13.69
8-th 49,796 40,053 3,181 2,889 15.65 13.86
9-th 42,305 43,404 2,584 2,792 16.37 15.55

10-th 75,182 39,183 4,468 2,468 16.83 15.88
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10-th* 98,034 -- 5,798 -- 16.91 -
11-th -- 38,869 -- 2,270 -- 17.12
11-th* 100,800 -- 6,004 -- 16.79 --

IntheTable 1 starsign (*) denotes advanced versions of books for the corresponding
grade; sign ‘-* denotes absence of a textbook for the corresponding grade.

Data on the collection of books on history is presented in Table 2. The first
column lists textbook authors and the class number.

Table 2. Properties of the preprocessed corpus on History

Author / Grade Tokens Sentences Words per sentence
Soboleva / 10-th 81544 7116 11.46
Volobuyev 10-th 40949 3676 11.14
Guryanov / 11-th 100331 9393 10.68
Petrov / 11-th 85409 8536 10.01
Plenko / 11-th 63804 5292 12.06
Ponomarev / 11-th 44833 4003 11.2

3.1  Corpus Preprocessing

For the convenience, we have preprocessed all texts from the corpus in the same
way. Common preprocessing included tokenization and splitting text into sen-
tences. During the preprocessing step we excluded all extremely long sentences
(longer than 120 words) as well as too short sentences (shorter than 5 words)
which we consider outliers. Clearly, such sentences can be not outliers at all in
another domain, but for the case of school textbooks on Social Studies sentences
shorter than 5 words are outliers. Sentence and word-level properties of the pre-
processed dataset are presented in Tables 1 and 2.

Extremely short sentences mostly appear as names of chapters and sections of
the books or as a result of incorrect sentence splitting. We omit those sentences,
because the average sentence length is a very important feature in text complexity
assessment and hence should not be biased due to splitting errors. At the same
time sentences with five to seven words in Russian can still be viewed as short
sentences, because the average sentence length (in our corpus) is higher than ten.

Table 1 demonstrates that values of Word per sentence (ASL) as it is generally
expected, increase with the grades.
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3.2  Multi-level Annotations in Corpus

All annotations in the corpus are performed on three levels: text-level, sentence-
level and word-level. At the text-level meta-annotations refer to a number of
sentences and a set of tokens, an author and a grade-level of a given text. At
the word-level we have part-of-speech tag for each word. POS-tagging has
been performed with the use of the TreeTagger for Russian (http://www.cis.uni-
muenchen.de/schmid/tools/TreeTagger/). The tagset is available from the web-
site of the project. As example we provide distribution of major PoS-tags among
texts on Social Studies, Table 3. We also annotate each lemma in the corpus with
its relative frequency measured in the large corpus of Russian texts, Russian
National Corpus.

At the sentence-level the corpus contains annotations of sentence boundaries,
the tokens are assigned to sentences as well as a dependency tree of each sentence.
For dependency parsing we use pretrained neural models (https:/github.
com/MANASLUS8/ CoreNLPRusModels) for Stanford Dependency Parser
for Russian (https://nlp.stanford.edu/software/stanford-dependencies.shtml).
Finally, at the moment, we are adding semantic annotations to the corpus. The
semantic annotations are based on the very large Russian Thesaurus (RuThes)
[28]. Concepts of the RuThes are mapped to the Wordnet thesaurus that allows
to process textual content at semantic level.

Table 3. Unique words in each of four PoS-tags that appear in textbooks;
normalized by 1000 words

NOUN VERBS ADJECTIVES ADVERBS

Grade BOG NIK BOG NIK BOG NIK BOG NIK

5-th - 69.7 -- 48.6 -- 77.6 -- 10.7
6-th 69.1 69.4 48.8 42.2 81.2 96.6 11 11.3
7-th 71.4 63.6 39.5 37.8 100.3 90.8 9.3 9.9
8-th 43 53.5 22.2 27.9 111.3 114.6 6.1 7

9-th 383 46.5 213 24.2 119.4 114.8 55 6.6
10-th 335 50.1 17.3 22.8 124.5 130.6 44 6.6
10-th* 28.6 -- 14.7 -- 122.3 -- 4 --

11-th -- 434 -- 23 -- 124.2 -- 6.2

11-th* 30.7 -- 14 -- 143.7 -- 39 --




132 Marina Solnyshkina, Valery Solovyev, Viadimir Ivanov, Andrey Danilov

4. Studies of Text Readability and Complexity

First of all, the corpus can be used to adjust readability formulas in Russian.
Second, even very simple statistics provided in the Table 3 can be useful in text
complexity studies. For example, one can see that average number of unique
adjectives grow when grade level increases. At the same time average number
of adverbs (as well as verbs) decreases. Both observations correspond with idea
that texts become more descriptive. However, with assistance of the data it is
possible to measure the correlation.

In this study, 3 formulas (our formulas [29], Matskovskiy Readability Formula
[30] and Oborneva’s Readability Formula [17]) were applied to 5 Social Studies
and 7 History textbooks for grades 10 — 11. In the formulas below, GL denote
the grade level.

In paper [29] we provided readability formula GL = 0.36ASL + 5.76ASW —
11.97, where ASL and ASW means average of words per sentence and means
average of syllables per word respectively. Below, this formula is labeled RRF.
In [30] Matskovskiy M.S. computed the first readability formula for the Russian
language: GL = 0.62ASL + 0.123X + 0.051, where X is the percentage of three
syllable words in the text. In [17] Oboroneva 1. introduced readability formula
readability formula GL =0.5ASL + 8.4 ASW — 15.59.

In an attempt to verify the features defined as contributing to text readability
but not measured by the existing readability formulas, we compared the 11 texts
under study in order to see what metrics better correlate with the grade level. The
data are presented in table 4.

The Fig. 1 below shows, that Oboroneva’s formula positioned them as
textbook comprehensible only by people with at least 16 — 17 years of formal
schooling, i.e. with Bachelor or Master’s Degree. It is clear from the table that
grade level predictions based upon the equation of regression of Oborneva I. do
not coincide with the actual grade levels, the difference is marked in 6 years in the
case of textbooks on History. As for Matskovskiy’s Readability formula which
was initially developed to compute readability of media texts only, it proves to be
quite reliable in assessing readability of academic texts also (compare columns
‘Grade’ and ‘Matskovskiy’ in Table 4).



Studying Text Complexity in Russian Academic Corpus with Multi-level Annotation 133

25,00

20,00

15,00

- —Grade
—=-RRF
—e—0Oboroneva

10,00

=X=Matskovskiy
5,00

0,00

unk_10
Nikitin_10
Petrov_11
Plenko_11
Nikitin_11

o
£}
S
3
£
=

Soboleva_10
Bogolyubov_10
Bogolyubov_10p
Guryanov_11
Ponomarev_11
Bogolyubov_11p

Fig. 1. Predictions of grade levels. Ground truth is represented with a dashed line

Table 4. Comparison of three readability formulas using Social Science and History
textbooks

Fraction of

Book ASL ASW 3-sylables TRUE_ RRF Oboroneva Matskovskiy
words GRADE
Guryanov_11 11.14 3.12 0.18 11.00 10.01 16.19 9.19
Klimov_10 12.45 3.09 0.17 10.00 10.31 16.60 9.88
Petrov_11 10.43 3.09 0.18 11.00  9.57 15.56 8.67
Plenko_ 11 12.52 3.10 0.18 11.00 10.38 16.69 10.03
Ponomarev_11 11.64 3.15 0.19 11.00  10.39 16.73 9.59
Soboleva_10 11.75 3.00 0.15 10.00  9.57 15.53 9.23
BOG_10 15.88 3.07 0.20 10.00 11.44 18.15 12.31
BOG_10* 16.06 3.06 0.19 10.50 11.41 18.11 12.33
BOG _11* 16.03 3.19 0.22 11.50 12.19 19.25 12.68
NIK_10 15.06 3.13 0.20 10.00 11.49 18.24 11.85
NIK 11 16.19 3.11 0.21 11.00 11.79 18.66 12.68

5. Discussion

Thus, there are two reasons which make future research into Russian texts read-
ability relevant. First, the recent reports from educators call for improving read-
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ing comprehension in secondary and high schools throughout the country [2, 1].
Researchers also testify to Russian students lack of interest in reading caused by
inappropriate selection of educational materials [20]. The Corpus is a valuable
instrument for discourse studies as its data and flexible search system provide
a solid foundation for comparative research of modern Russian texts and en-
ables deep insights into patterns and dependencies of different text features. The
Corpus is also viewed by the authors as a powerful tool for discovering new
aspects and regularities of Russian discourse.
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Abstract. The article discusses the evaluation of automatic keyword ex-
traction algorithms (AKWEA) and points out AKWEA'’s dependence on
the properties of the test collection for effectiveness. As a result, it is dif-
ficult to compare different algorithms which tests were based on various
test datasets. It is also difficult to predict the effectiveness of different
systems for solving real-world problems of natural language processing
(NLP). We considered six publicly available analytical text collections,
since analytical articles are typical for the keyword extraction task. Our
analysis revealed that their text length distributions are very regular and
described by the lognormal form. Moreover, most of the article lengths
range between 400 and 2500 words. Then we take in to consideration a
number of characteristics, such as the text length distribution in words and
the keyword assignment method, of eleven corpora. All these corpora are
significantly different from each other in such characteristics as their text
length distribution, size, themes and authorship of the keyword assign-
ment, but were used in keyword extraction evaluation tasks. Only one of
them, DUC-2001, has the most relevant form and distribution parameters
but its disadvantage is the small number of experts participating in the
keyword assignment. Moreover, all the corpora are monolingual and do
not allow carry cross-language study.

Keywords: Text Corpus, Corpus Linguistics, Keyword Extraction,
Text Length Distribution, Natural Language Processing, Information
Retrieval.
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1 Introduction

The number of digital documents available is growing on a daily basis at an
over-whelming rate. As a consequence, there is a need to increase the complexity
of the structure and software solutions in the field of NLP which are based on a
number of basic methods and algorithms. The algorithms of automatic keyword
and key phrase (KW) extraction are among them. This task has been analyzed
over the past sixty years from different perspectives. There has been a significant
increase in the number of researches that took place in the last twenty years, of
which many have been publications of different AKWEA’s [30]. The reason for
this is the increasing amount of computing research, data resources and espe-
cially the development of internet services. It also simplifies the development
and evaluation of new algorithms.

The term “keyword” is interdisciplinary and above all, is used in works on
psycho-linguistics and Information Retrieval [32] that causes the existence of
different approaches to its definition. Summarizing the numerous opinions, we
can conclude that the keywords (phrases) are words (phrases) in the text that
are especially important, commonly understood, capacious and representative
of a particular culture. The set of which can give a high-level description of its
content for the reader and providing a compact representation and storage of its
meaning in mind [30]. In practice, the terms keyword and key phrase have the
same meaning.

Despite the large amount of specialized and interdisciplinary work there
has not been a consistent technique developed for detecting keywords yet.
Experiments confirmed that this is done intuitively by people, and is personality,
and even gender-based [20]. This implies the non-triviality of the development
of formal methods and KW extraction algorithms for computing. Therefore, the
current efforts of researchers are focused on the development and implementation
of hybrid learning-based AKWEA’s which assumes the use a variety of linguistic
resources. Thus, the accuracy of training and control datasets has great importance
on the effectiveness of development.

Our analysis reveals number problematic areas. The author’s results in testing
AKWEA’s are often different from those obtained by other researchers, since
they use different control data in the evaluation of algorithms [30]. Independent
testing of KW extraction algorithms is a difficult task because there is a lack of
implemented system and source code of algorithms in open access. This problem
is partially solved by carrying out workshops when the organizers propose test
data for all participants. At the same time the number of available and well-proven
corpora for KW extraction evaluation is small (10-20) and the criteria for their
formation are not methodologically well enough investigated. The possibility
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of transferring the results of the algorithms in other languages remains an open
question. The remarkable thing is that most of the known results are obtained for
the English language, and the rules for the interpretation of them to the Slavic
languages, especially to Russian, have not been established.

Indeed, preliminary empirical data show that for the graph-based algorithms
with increased text size the precision of AKWEA’s might reduce. Therefore, the
effective-ness of the algorithms depends on the type and parameters of the text
lengths distribution (in words) that constitute research data. Homogeneity of the
data by genre and text difficulty probably has some influence on the effectiveness
of AKWEA’s too (see Fig. 1).

Aseparate discussion is necessary to explore the characteristics of experimental
corpora such as size, existence and the methods of KW assignment (who and
how many authors assigned them), the subject and the type of text (abstracts
and full articles). KW assignment can be performed by authors, experts on the
topic or by crowdsourcing. In this case, questions arise such as what kind of
assignment is considered optimal, is it possible to rely on public opinion and
what is a minimum number of participants that must specify the word as
a keyword to assign it as such. It should be noted that the quality of KW
assignment depends on the size of a corpus. As the size increases, the complexity
of assignment rises.

C Size
( Content corpora for AKWEA's
T evaluation

1
C\nnotationi ( Texts ) C Author Crowdsourcing)
(AE) {1 Text purity
Annotations & texts ( Experts Combined )
{ATC) Plain Messy

Fig. 1. The specifications of research corpora for keyword extraction evaluation.

Homogeneity by
genre / style / readability

Characteristics of

Length distribution )

Keyword assignments )

But first of all, it is necessary to investigate existing text collections (those used
for KW extraction) for the length distribution parameters (in words).

2 Methodology and Research Tools

Articles from six web sites were selected as the statistical and research data-
base subset that contains a voluminous collection on various English topics. This
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choice is due to the assumption that the main sphere of work for KW extraction is
mostly with topical or subject-based text, especially those that contain elements
of analytical themes. The eleven corpora (test and trial), that were used in some
or other research or scholarly articles, were found using a search engine.

Many sites block automatic downloading for article collection or don’t have
freely available archives for use at all. So, sites with freely available resources
were used. After downloading the collection of articles, automatically parsing of
the pages was made and the text was extracted. Then the tokenization and a count
of the number of words in each article was made. Stanford Log-linear Part-Of-
Speech Tagger! was used for tokenization of English texts, which is widely used
in both research and commercial sectors [12].

The text lengths distributions in words were presented for every collection. We
used Pearson’s chi-squared test to evaluate the fitness of observed data to some
theoretical distributions using advanced analytics software package Statistica?
and EasyFit® software. It is worth pointing out that the form distribution depends
on the mode of data grouping [11]. Calculating the number of bins k in different
ways leads to a wide range of its possible values. For the expected Gaussian
distribution, the Sturges formula is normally used, but if the data are not normal
or there are more than 200 cases, it’s poorly applied [7].

For the unification of the calculation the bin sizes in the histograms we
used the Freedman and Diaconis rule, which gives the value agreed with the
recommendations on standardization* and then convert it into the number of
bins:

h=2(I0)n"3 (1)

where / is the bin size, /Q is the interquartile range of the data and n is the num-
ber of observations. At the same time according to the Pearson’s chi-squared test
(p-value = 0.05) we did not obtain a satisfactory fit of the results in all cases. Our
hypothesis was confirmed by varying k in a small range with respect to the cal-
culated value. To improve the accuracy of estimates of the form and parameters
of the probability density function further research is needed. For example, the
Levenberg-Marquardt algorithm was used by other researches to solve similar
problems [27].

! http://nlp.stanford.edu/

2 http://www.statsoft.com

3 http://www.mathwave.com/

4R 50.1.033-2001. Applied statistics. Rules of check of experimental and theoretical
distribution of the consent. Part I. Goodness-of-fit tests of a type chi-square
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3 A Review of Existing Information Resources

3.1 Text Length Distributions in Analytical Articles Collections

The issue of natural length distribution and optimal lengths are taken into consid-
eration by many researches. Most studies have been devoted to investigate blog
post sizes [8, 21, 29], which describes the text length distribution with fat tails.
This is true for the user comments [27], e-mail messages [22] and for the length
of the texts that are stored on users’ computers [3]. It is proposed [2] to consider
the length of the articles from Wikipedia encyclopedia as an indicator of their
quality, and the overall length of the English papers described by the lognormal
form [26]. Fig. 2 presents the probability density function distributions for the
six data-sets.

Project-syndicate.org Ndtv.com
0,1290 0,0815
™. - Normal T ™. - Lognormal
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L 00774 1 (i | \
=) | \ 0 0,0408
o 0,0516 } \ o /
\‘ 0,0272 |
0,0258 / \ —
f \ ' j
0,0000 e 0,0000 ~—
0 500 1000 1500 2000 2500 3000 3500 0 500 1000 1500 2000 2500 3000 3500
Text length (words) Text length (words)
Americanthinker.com Theguardian.com/science
0,1058 0,1561
0,0882 ™. - Lognormal 0,1338 ™. - Normal
’ (M=7.05031; - (u=948.6878;
0,0705 0=0.2969) d 0=411.2043)
i L 0.0892
0 0,0529 / 0
o / \ 00,0669
0,0353 / —_— /
0,0176 / 0,0223
0,0000 e 0,0000
0 500 1000 1500 2000 2500 3000 3500 0 500 1000 1500 2000 2500 3000 3500

Text length (words) Text length (words)



142 A. Vanyushkin, L. Graschenko
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Fig. 2. Distribution of analytical articles lengths in words

As can be seen from the graphs, the majority of the length distribution of analyti-
cal articles can be comparative to the normal or lognormal form. The majority of
texts are in the range of 400 to 2500 words.

Table 1 presents general information and statistical characteristics of

the reviewed text collections. Collection size ranges from 736 to 14529
articles and their publication dates cover the period from 2015 to 2016.
Mean lengths of articles varies between 839-1212 words.

Table 1. Characteristics of the analytical article collections

Text length Publishi
Ne Source Count Std ublIs :lng

Mean | Min. | Max. : perio

Dev.
1 |project-syndicate.org 1163 | 873,3 | 612 | 1721 | 108,9 | 01.15-12.15
2 |ndtv.com 736 |1112,5| 274 | 2650 | 309,9 | 01.15-12.15
3 |americanthinker.com 2268 | 12122 473 3703 | 410,4 | 01.15-02.15
4 |townhall.com 905 | 839,5 217 2960 | 283,9 | 07.15-12.16
5 |theguardian.com/science | 897 | 948,7 66 2848 | 411,2 | 01.15-12.16
¢ |theguardian.com/ 14529 | 874,6 | 79 | 3045 | 278,8 | 01.15-12.16
commentisfree

It is worth pointing out that there are possible restrictions authors can have
on the length of published articles. For example, on project-syndicate.org a
recommended article length by their editorial team is 1000 words.
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3.2 Existing Corpora for Keyword Extraction Evaluation

Despite the large number of works devoted to keyword extraction evaluation the
number of specially trained and public corpora are much less so. Some of them
are used multiple times in different studies. Hulth-2003 [6] for example, consist-
ing of abstracts of scientific articles, is one of the most popular and was used in
the many academic papers [5, 18, 23-25, 28, 33]. Other datasets are used much
less frequently, often only by their authors. One of the main drawbacks of such
corpora is the “messy” texts, as many of them contain a bibliography, tables,
captions and pictures in text files.

We surveyed eleven public corpora, which are significantly different from
each other such as the text length distribution as well as other characteristics
such as the size, themes and authorship of the keyword assignment. Table 2
summarizes the characteristics of reviewed corpora. The following are some
explanations.

Table 2. Characteristics of the available corpora for KW extraction evaluation

Ne Corpus Year Contents KW Type  Resource
assign
1 DUC-2001 [31] 2001 News articles E-2 ATC github.com
2 Hulth-2003 [6] 2003 Paper abstracts from E-2  AC researchgate.
Inspec net

Full papers of PubMed

3 NLM-500[1, 4] 2005 documents

E-? ATC github.com

4 NUS[19] 2007 Scientific conference ) ko ATC github.com
papers

Technical research
5 WIKI-20[15,16] 2008 reports of computer E-15 ATC github.com
science

Documents from UN

6 FAO-30([14,16] 2008 FAO!

E-6  TC github.com

7 FAO-780[14,16] 2008 FDXS‘memS fromUN" £o  TC github.com

ACM? full papers
2003-2005

8 KRAPIVIN[10] 2009 A ATC disi.unitn.it

! Food and Agriculture Organization
2 Association for Computing Machinery
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9 CiteULike [16, 17] 2009 Bioinformatics papers 0-3 TC github.com

10 SemEval-2010[9] 2010 ACM full papers A+E-0,2 ATC github.com

500N-KPCrowd-

ERIE

2012 News articles 0-20 TC github.com

Note: notation of KW assignment: A-text authors, O-N — Crowdsourcing (N — number of people per
one text, ? - n/a), E-experts.

Let us explain the features of the KW assignment of the given corpora. DUC-
2001 was prepared for text summarization evaluation within the Document
Understanding Conferences, but KW assignment was made by two only graduate
students in 2008 for the study of AKWEA’s [31]. A feature of the Hulth-2003
assignment is the presence of two sets of KW — a set of controlled, i.e. terms
restricted to the Inspec thesaurus, and a set of uncontrolled terms that can be any
terms. NLM-500 sets of keywords restricted to the thesaurus of Medical Subject
Headings. WIKI-20 assigned by 15 teams consisting of two senior computer
science undergraduates each. These KW sets were restricted to the names of
Wikipedia articles. NUS has the author’s assigned KW lists as well as KW lists
assigned by student volunteers.

FAO-30 and FAO-780 differ in size and composition of the experts, but both
KW sets were restricted to the Agrovoc! thesaurus. In KRAPIVIN parts of the
articles are separated by special characters, which makes it convenient to their
separate processing. CiteULike KW’s were assigned by 322 volunteers but
the authors noted that for this reason the high quality of the KW assignment
is not guaranteed. For assignment of S500N-KeyPhrasesCrowdAnnotated-
Corpus (500N-KPCrowd-vi.1) the researchers used the crowdsourcing platform
Amazon’s Mechanical Turk?®.

SemEval-2010 has been specially prepared for the Workshop on Semantic
Evaluation 2010, where 19 systems were evaluated by matching their KW’s
against manually assigned ones. It consists of three parts: trial, training and test
data. The authors note that on average 15% of the reader-assigned KW and 19%
of the author-assigned KW’s did not appear in the papers.

Table 3 shows the statistical characteristics of text length distributions in the
reviewed corpora.

!http://www.fao.org/agrovoc
2 https://www.mturk.com/
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Table 3. Statistical characteristics for the datasets used in this paper.

Ne Name Count Mean Min. Max. Std. Dev.
1 DUC-2001 307 769,1 141 2505 435,1
2 Hulth-2003 2000 125,9 15 510 59,9
3 NUS 211 6731,7 1379 13145 2370,6
4 NLM-500 500 4805 436 24316 2943,3
5 WIKI-20 20 5487,8 2768 15127 2773,4
6 FAO-30 30 197143 3326 70982 16101,6
7 FAO-780 779 30106,5 1224 255966 31076,5
8 KRAPIVIN 2304 7572,8 144 15197 2092,3
9 CiteULike 180 6454,1 878 23516 3408,9
10 SemEval-2010 244 7669,1 988 13573 2061,9
e L M7 4259 38 1478 3117

Fig. 3—7 shows the text length distributions of the reviewed corpora.

Hulth-2003
0,10
.- Weibull
e (A\=142.3224;
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[a]
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Fig. 3. Distribution of annotation lengths in words
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Fig. 7. Distribution of Scientific paper lengths in words

A review of test corpora revealed that they differ significantly on the sizes, the
themes, and the method of keyword assignment. The difference of text lengths
for some couples is three orders of magnitude. The text length in the tens of
thousands of words questioned the possibility and the meaning of the use of
AKWEA’s at its entire length, without division into semantic parts. In contrast,
annotation in definition contain a higher percentage of KW’s than text containing
a few thousand words.

The text length distribution histograms of the most reviewed corpora have
outliers, and does not correspond to the established in Section 3.1 principles,
that is their apparent drawback. DUC-200] has the most relevant form and
distribution parameters (LN (6.49, 0.55)) but its disadvantage is the small
number of experts participating in the KW assignment (only two). Moreover,
all the above corpora are monolingual and do not allow carry cross-language
study of KW extraction.
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4 Conclusions

As can be seen from the above, the majority of the texts for which KW extrac-
tion is relevant are in the range of 400 to 2500 words and their text length dis-
tribution is quite well described by the lognormal form. Thus, in practice it is
advisable to use AKWEA'’s that show a good performance in certain text length
ranges. However, in general a comparison of existing AKWEA’s was performed
on corpora with different characteristics. Moreover, the length of the manually
assigned KW lists in them varies widely, and KW assignment was made by dif-
ferent categories of people such as students, volunteers and experts for example.
Thus, for an objective comparison of existing AKWEA, it is necessary to use
corpora, whose characteristics are close to those of natural collections.
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Abstract. The paper describes the methods for linguistic analysis of search
queries to improve the quality of information retrieval. The description of
the parse tree in the form of a structure containing information about two
or more related words with the indication of their parts of speech and
location in the original request is used to the translation of search query
in Elasticsearch Query DSL. Elasticsearch Query DSL has several dis-
advantages: the user may not know the features of Elasticsearch Query
DSL, words joined by the OR operator is using by default in information
retrieval. The using of the OR operator unnecessarily increases the recall
and reduces the precision of information retrieval. Taking into account the
features of Elasticsearch Query DSL and the information needs of the user
allow to improve the quality of information retrieval.

Keywords: Information Retrieval, Syntactic Analysis, Search Queries.

1 Introduction

Information retrieval is the process of searching in an extensive collection of
data some semi-structured (unstructured) material (document) that satisfies the
information needs of the user.

Semi-structured data is data that does not have a clear, semantically noticeable
and easily distinguishable structure. Semi-structured data is the opposite of
structured data. The canonical example of structured data is relational databases.
Relational databases are typically used by enterprises to store product registers,
employee personal data, etc [1,2,3].
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The quality of search in information retrieval systems is usually characterized
by two criteria: recall and precision. The total count of found documents
determines the recall. The ratio between the determines the precision found
relevant documents and the total count of documents [2,3].

The quality of the search is affected by both the characteristics of the
information retrieval system itself and the quality of the search query. An ideal
search query can be formed by a user who knows well the domain area. Also, to
form an ideal query, the user needs to know the features of current information
retrieval system and their information retrieval query language. Otherwise, the
search result will have the low precision or low recall values [1,2,3].

2 Main problem

To information retrieval, the user formulates a search query. The search query is
a formalized way of expressing the information needs of information retrieval
system users. Information retrieval query language is used for the expression of
information needs. The syntax of information retrieval query language varies
from system to system. Modern information retrieval systems allow entering a
query in natural language in addition to an information retrieval query language
[1]. Information retrieval system finds documents containing the specified key-
words or words that are in any way related to the keywords based on the user
search query. The result of the information retrieval system is a list of docu-
ments, sorted by relevance [2,3].

In this paper will consider the work of the proposed method on the example
of the information retrieval system Elasticsearch [4].

Elasticsearch provides a full Query DSL [5]. The query string is parsed into a
series of terms and operators. A term can be a single word — quick or brown — or
a phrase, surrounded by double quotes — “quick brown” — which searches for all
the words in the phrase, in the same order.

Operators allow to customize the search:

—_—

. By default, all terms are optional, as long as one term matches. A search for
foo bar baz will find any document that contains one or more of foo or bar
or baz.

The preferred operators are + (this term must be present) and - (this term must
not be present). All other terms are optional. For example, this query:

quick brown +fox —news

states that:

e fox must be present;
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® news must not be present;
e quick and brown are optional — their presence increases the relevance.

2. Multiple terms or clauses can be grouped together with parentheses, to form
sub-queries:
(quick OR brown) AND fox.

Therefore, the Elasticsearch search algorithm has several disadvantages:

1. The user may not know the features of Elasticsearch Query DSL.

2. Words joined by the OR operator are used by default in information retrieval.
The using of the OR operator unnecessarily increases the recall of information
retrieval and reduces its precision.

It is necessary to develop a method of linguistic analysis and translation
of a search query into a search query in a format of Elasticsearch Query DSL.
The new format of search query allows to take into account the features of
Elasticsearch Query DSL and improve the quality indicators (precision and
recall) of information retrieval.

3 The method of Linguistic Analysis of Search Query for
Improving Quality of Information Retrieval

The primary goal of the developed method of linguistic analysis and translation
of a search query into a search query in a format of Elasticsearch Query DSL is
the improvement of information retrieval quality. The main task is to select in the
search query the groups of terms, united by some semantics.

3.1  The method of linguistic analysis and translation of a search query

The scheme of linguistic analysis of texts does not depend on the natural lan-
guage itself. Regardless of the language of the source text, its analysis goes
through the same stages [6,7]:
1. Splitting the text into separate sentences.
3. Splitting the text into separate words.
4. Morphological analysis.
5. Syntactic analysis.
6. Semantic analysis.

The first two stages are the same for most natural languages. Language-
specific differences usually appear in the processing of word abbreviations, and
in the processing of punctuation marks to determine the end of a sentence.
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The results of the syntactic analysis are used to select in the search query the
groups of terms, united by some semantics. To identify a noun phrase from a
query identification of important query terms is necessary. It is also necessary to
define the relationship between the terms of the query. A noun phrase or nominal
phrase is a phrase that has a noun (or indefinite proper noun) as its head or
performs the same grammatical function as such a phrase. Noun phrases are
ubiquitous cross-linguistically, and they may be the most frequently occurring
phrase type.

SyntaxNet as an implementation of the syntactic analysis process is used.
SyntaxNet is a TensorFlow-based syntax definition framework that uses a neural
network. Currently, 40 languages including Russian are supported. The source
code of the already-trained Parsey McParseface neural network model that is
suitable for parsing text is published For TensorFlow. The main task of SyntaxNet
is to make computer systems able to read and understand human language. The
precision of the model trained in the SinTagRus case is estimated at 87.44% for
the LAS metric (Label Attachment Score), 91.68% for the UAS metric (Unlabeled
Attachment Score) and determines the part of speech and the grammatical
characteristics of words with an accuracy of 98.27% [8,9,10,11,12,13].

It is necessary to parse the search query to obtain a parse tree on the first step
of the algorithm. To obtain data about the search query structure, dependencies
between words and the types of these dependencies the resulting parse tree will
be used.

The parse tree can be represented as the following set:

T={n, ty, ... 4 }, (1)

where £ is a count of nodes in the parse tree;
t;1s a node of the parse tree, can be described as:

£ :(i, Wi, mj, c), izl,_k,

where i is an index of the word in search query;

w, eW, W{wl, Wy, oess wk}, W is a set of words of search query;

m; € M, M= {Noun, Propernoun, Verb, Adverb, Adjective, Conjunction,

Preposition, [nterjection} is a set of parts of speech for natural language;

¢ is an index of the word in the search query, that depends to the i -th word.

Thus, the search query is converted into a parse tree on the first step of the
algorithm. For each word in the search query the part of speech, index of this
word in the search query, and relations with other words of the search query are
set.
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The description of the parse tree in the form of a structure containing
information about two or more related words with the indication of their parts
of speech and location in the original request is used on the second step of the
algorithm.

In the process of analysis of the input parse tree, the nodes that reflect the
semantics of this query are selected. Search and translation of selected nodes into
Elasticsearch Query DSL is executed using a set of rules. The translation process
uses a set of rules. Rules are used to add special characters from the Elasticsearch
Query DSL to the words of the search query. Also, stop words are deleted from
search query during the translation. The result of the algorithm is a new search
query that takes into account the semantics of information needs and features of
the Elasticsearch Query DSL.

This algorithm can be represented as the following equation:

F2e .(T,R)—Q",

The input parameters of the function F' Query are the parse tree of search query T
(eq. 1) and the set of rules R, and the result is a translated query 0.

R= {RI,RZ,...,Rn} is the set of rules for searching elements in parse tree
and their translation in Elasticsearch Query DSL.

Each rule can be represented as the following expression:

Ri(P’flat2’~~-»fm):Q;»

where p is a rule priority. The priority of the rule determines the order in which
the rules are applied to the search query. Thus, the priority allows applying the
more “complex” rules to define complex phrases first. If the more “complex”
rule did not work, the rule with a lower priority is applied;

t; is k -th element of the rule that allows to selecting the node (nodes) of the
parse tree to process,

m is a count of elements in the rule;

Q; € Q*, j=1¢g 1is an element of translated query. Each element of a
translated query contains the word or words of the original search query escaped
by a symbol from the set of Elasticsearch Query DSL operators.

3.2 Examples of rules for linguistic analysis and translation of a search
query

The formal description of the rule to search the noun phrase in the search query
can be represented as follows:
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Ryoun_ phrase =(4, <i, w;, Noun,c), <i+1, w1, Adjective, i>,
<i+2, Wi, o, Adjective, i>, cen <i+d, Wiyo, Adjective, l>) =

_ " n
=+ Wil Wiz oo Wisg Wi s

where d is a count of adjectives in the noun phrase.

Extraction of noun phrase from the parse tree of the search query finds one or
more adjective that subordinates to the current noun tree node. The result of this
rule is a noun phrase, escaped with © +” ¢ at the beginning and © “ © at the end.

Each rule consists of the two sides: the left side and the right side. The left
side is a template of a parse tree fragment. The right side is a string template. The
method extracts fragments of the parse tree, matched by the pattern in the left
side of the rule, and then converts them to the strings escaped by the symbols of
Elasticsearch Query DSL, filling the string template.

The formal description of the rule to search the related nouns in the search
query can be represented as follows:

Rnoun_noun =(3, <i, w;, Noun,c), <i+1, W;,1, Noun, i>,
<i+2, Wi, o, Noun, i>, cees <i+d, Wi, 2, Noun, i>)=

o "
=+ Wigp Wis2 - Wigg Wi

where d is a count of nouns that related to 7 -th noun.

Extraction of related nouns from the parse tree of the search query finds one
or more noun that subordinates to the current noun tree node. The result of this
rule is a set of nouns, escaped with < +”  at the beginning and * “ © at the end.

The formal description of the rule to search the proper noun that subordinates
to the noun in the search query can be represented as follows:

Ryoun_ proper _noun =(2, <i, Wi, Noun,c>, <i+1, Wiy, Proper noun, i>,
<i +2, Wiyn, Proper noun, i>, e <i +d, wi.p, Proper noun, l>) =
=W Wist Wind o Wind s
where d is a count of proper nouns that related to i -th noun.

Extraction of proper nouns that subordinates to the noun from the parse tree
of the search query find one or more proper noun that subordinates to the current

noun tree node. The result of this rule is a set of nouns, escaped with © +” “ at the
beginning and “ “’ at the end.
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The formal description of the rule to search the proper noun in the search
query can be represented as follows:

Rproper _noun :(1, <i, w;, Proper noun,c>, <i+1, W;,1, Proper noun, i>,

<i+2, Wi, Proper noun, i>, ey <i+d, W;.», Proper noun, i>):

— " '
=+ Wil Wiy oo Wiz Wi

where d is a count of proper nouns that related to i -th proper noun.

Extraction of proper nouns from the parse tree of the search query finds one
or more proper noun that subordinates to the current proper noun tree node. The
result of this rule is a set of nouns, escaped with * +” © at the beginning and *
¢ at the end.

The formal description of the rule to search the single noun in the search
query can be represented as follows:

Rsingleinoun :(1, <i= w;, Noun, C>) =+w;.

As the main problem of the search subsystem of the SOM, users called the low
quality of the information retrieval. This rule has a lower priority and is executed
after the rules with a higher priority have been skipped only. The rule allows
finding a node of parse tree with a part of speech noun that is not associated with
other nodes with a part of speech noun, adjective, or proper noun.

The formal description of the rule to search the verb in the search query can
be represented as follows:

Ryerp :(1, <i, w;, Verb, c>) =+w;.

This rule has the highest priority and does not overlap with any other rule. This
rule allows finding a node of the parse tree with a part of speech verb.

4 Experiments

To test the method of linguistic analysis of search query proposed in this study
some experiments were conducted. Figure 1 shows the primary form of applica-
tion for translation of search query in Elasticsearch Query DSL.

The control “Original Query” is used to input original search query. The parse
tree for original search query will be shown in table “Search query formatting
elements” after pressing the button “Prepare query”. Each line of this table
contains the name of the triggered rule and potential semantic group. Panel
“Translation rules” allows the user to select necessary rules for translation the
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original search query to query in a format of Elasticsearch DSL. The resulting
search query will be shown in control “Search query in new format” after pressing
the button “Format”.

Search query

Original - - -
faine aved) Amount of fare in public transport in Ulyanovsk Prepare query
Search query in new format |+"Amount fare” +"public transport” +Ulyanovsk Eoreey

Parsing | Search query f ing el e ion of search precision | Settings |

Item Name Element Translation rules

Related nouns Amount fare [ Noun phrase

[ Verb

[ Proper noun

Proper noun Ulyanovsk [] Single noun

[] Proper noun that subordinates to the noun
[ Related nouns

Noun phrase public transport

Fig. 1. The main form of application for translation of search query in Elasticsearch
Query DSL

In this paper will consider the work of the proposed method on the example of
the existing information retrieval subsystem of the system for opinion mining in
social media (SOM). The SOM consists of the following subsystems:

1. Subsystem for importing data from external sources. This subsystem works
mass media sites. Mass media loader retrieves data from HTML pages of
mass media sites based on rules. The creation of own rules for each mass
media is needed. The rule should contain a set of CSS-selectors. The ontology
loader allows loading ontologies in OWL or RDF format into the data storage
subsystem. Ontology is used for a description of the features of the problem
area.

2. The data storage subsystem provides the representation of information ex-
tracted from mass media in a unified structure that is convenient for further
processing. The data is stored in the context data sources, versions, etc. As
database management systems are used:

o Flasticsearch for indexing and retrieving data;
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e MongoDB for storing data in JSON format;
o Neo4j for storing graphs of social interaction (social graph) and ontology.

3. The data converter converts the data imported from mass media into an inter-
nal SOM unified structures.

4. The OWL/RDF-ontology translator translates ontology into the graph repre-
sentation [14].

5. The semantic analysis subsystem performs preprocessing of text resources.
Also, this subsystem performs statistical and linguistic analysis of text re-
sources.

6. The information retrieval subsystem finds objects related to a specific search
query. In this case, the search query can be semantically extended using an
ontology.

Posts and comments downloaded from mass media sites ulpressa.ru, ulgrad.
ru and mosaica.ru/ru/ul are used as the dataset. The collection of documents is in
Russian. The proposed rules are designed for the Russian language.

As the main problem of the search subsystem of SOM, users called the low
quality of information retrieval.

Thus, the precision indicator of information retrieval is used to assess
the quality of the proposed method. The recall and F-measure values are not
used because the data storage subsystem of SOM contains the large count of
documents.

Figure 2 shows the parse tree for search query: “Cmoumocms npoesoda na
obuecmeennom mpaucnopme 8 Yavsanoscke”. For example, will use the query
“Amount of fare in public transport in Ulyanovsk” in English, which is close in
meaning and structure to the query in Russian. The nodes of the parse tree are the
words of the search query. Each node is assigned a part of speech.

Ulyanovsk
Proper Noun
transport in
Noun Adposition
in public
Adposition Adjective

Fig. 2. The parse tree for the search query “Amount of fare in public transport in
Ulyanovsk”

of
Adposition
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After work of the algorithm, the significant elements were found in the parse tree
(fig. 3). In the resulting tree (fig. 3), the nodes labeled as a rule with that they

were found.
Amount fare
Noun_Noun
public transport Ulyanovsk
Adjective_Noun Proper_Noun

Fig. 3. The result tree for the search query “Amount of fare in public transport in
Ulyanovsk”

Thus, after linguistic analysis and translation the resulting search query for
search query “Amount of fare in public transport in Ulyanovsk” is ‘+”Amount
fare” + "public transport” +Ulyanovsk’.

The precision value is calculated using the following expression:

a
P . (2)
where a is a count of relevant documents in the search result;
b is a total count of documents in the search result.
For search query QO “Amount of fare in public transport in Ulyanovsk”
the count of relevant documents in the search result of the information retrieval

is 8. The total count of documents is 44857. Thus, the precision P(QO) of the

information retrieval for search query “Amount of fare in public transport in
Ulyanovsk” is (eq. 2):

P(QO) =#=0,00018.

‘ 2

For search query Q7 “+”Amount fare” +”public transport” +Ulyanovsk’
translated from search query “Amount of fare in public transport in Ulyanovsk”
using the proposed method the count of relevant documents in the search result
of the information retrieval is 8. The total count of documents is 8. Thus, the
precision P ( QT ) of the information retrieval for search query +”Amount fare”

+ "public transport” +Ulyanovsk’ is (eq. 2):

P(QT)zgzl.
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Thus, the using of proposed method improve the precision of information
retrieval because of reducing the count of documents in the search result.

5 Conclusion

Elasticsearch Query DSL has several disadvantages:

1. The user may not know the features of Elasticsearch Query DSL.

2. Words joined by the OR operator are used by default in information retrieval.
The using of the OR operator unnecessarily increases the recall and reduces
the precision of information retrieval.

A method of linguistic analysis and translation of search query in Elasticsearch
Query DSL allows improving the precision of information retrieval.

The search query is converted into a parse tree on the first step of the algorithm.
For each word in the search query the part of speech, index of this word in the
search query, and relations with other words of the search query are set. The
description of the parse tree in the form of a structure containing information
about two or more related words with the indication of their parts of speech and
location in the original request is used on the second step of the algorithm. The
result of the algorithm is a new search query that takes into account the semantics
of information needs and features of the Elasticsearch Query DSL.

According to the results of 20 computational experiments, we can conclude:
the use of the proposed method allows to increase the precision of information
retrieval by an average of 18 times. The proposed algorithm can be used with any
information retrieval system because it preprocessed the original search query,
but does not change the system parameters or logic of information retrieval.
However, the method requires adaptation to the features of the information
retrieval query language of the current information retrieval system.

Acknowledgments

The study was supported by:

o the Ministry of Education and Science of the Russian Federation in the frame-
work of the project No. 2.1182.2017/4.6. Development of methods and means
for automation of production and technologicalpreparation of aggregate-as-
sembly aircraft production in the conditions of a multi-product production
program;

o the Russian Foundation for Basic Research (Grants No. 18-47-730035 and
16-47-732054).



162

Nadezhda Yarushkina, Aleksey Filippov, Maria Grigoricheva

References

10.

I1.

12.

13.

14.

. Voorhees, E. M.: Natural language processing and information retrieval. In:

Information Extraction, pp. 32-48. Springer, Berlin, Heidelberg (1999)

. Manning C., Raghavan P., Schiitze H.: Introduction to Information Retrieval.

Cambridge University Press. (2008)

Miwa M. The Past, Present and Future of Information Retrieval: Toward a User-
Centered Orientation. http://www.archives.go.jp/english/news/pdf/151106miwa_
en.pdf. Accessed 20 Oct 2018

Elasticsearch. https://www.elastic.co/. Accessed 20 Oct 2018

Elasticsearch Query DSL. https://www.elastic.co/guide/en/elasticsearch/reference/
2.3/query-dsl-query-string-query.html. Accessed 20 Oct 2018

SRILM - The SRI Language Modeling Toolkit. http://www.speech.sri.com/projects/
srilm. Accessed 20 Oct 2018

Manning C., Schutze H.: Foundations of Statistical Language processing. In: The
MIT Press. (1999)

Sboev A.G., Gudovskikh D.V., Ivanov 1., Moloshnikov I.A., Rybka R.B., Voronina
I.: Research of a Deep Learning Neural Network Effectiveness for a Morphological
Parser of Russian Language. http://www.dialog-21.ru/media/3944/sboevagetal.pdf,
Accessed 20 Oct 2018 (2017)

Chang J., Seefried J., Taylor S., Brandner A. SyntaxNet: Google’s Open-sourced
Syntactic Parser. http://www.sfs.uni-tuebingen.de/~keberle/NLPTools/presentations/
SyntaxNet/ SyntaxNet.pdf. Accessed 20 Oct 2018

Petrov S. Announcing SyntaxNet: The World’s Most Accurate Parser Goes Open
Source. https://ai.googleblog.com/2016/05/announcing-syntaxnet-worlds-most.
html. Accessed 20 Oct 2018

Weiss D., Petrov S. An Upgrade to SyntaxNet, New Models and a Parsing Competition.
https://ai.googleblog.com/2017/03/an-upgrade-to-syntaxnet-new-models-and.html.
Accessed 20 Oct 2018

Alberti C., Orr D., Petrov S. Meet Parsey’s Cousins: Syntax for 40 languages,
plus new SyntaxNet capabilities. https://ai.googleblog.com/2016/08/meet-parseys-
cousins-syntax-for-40.html. Accessed 20 Oct 2018

Eberle K. Natural Language Tools - Test and Comparison. http://www.sfs.uni-
tuebingen.de/~keberle/NLPTools/slides/slides01.pdf. Accessed 20 Oct 2018
Yarushkina N., Filippov A., Moshkin V.: Development of the Unified Technological
Platform for Constructing the Domain Knowledge Base Through the Context
Analysis. In: Creativity in Intelligent Technologies and Data Science, pp 62-72
(2017)



Pragmatic Markers in the Corpus “One Day of Speech” 163

Pragmatic Markers in the Corpus “One Day of
Speech”: Approaches to the Annotation

K.D. Zaides', T.I. Popova?, N.V. Bogdanova-Beglarian®

I3 Saint Petersburg State University, Saint Petersburg, Russia
kristina.zaides@student.spbu.ru, tipopoval3@gmail.com,
n.bogdanova@spbu.ru

Abstract. The article describes the scheme of the annotation of pragmatic
markers in the corpus of Russian everyday speech “One Day of Speech”.
Pragmatic markers are defined as special units in the speech that have
only pragmatic function without any (or with ‘bleached’) lexical mean-
ing. The annotation of pragmatic markers is usually performed manually
due to the existing ambiguity of markers in different contexts. The typol-
ogy of pragmatic markers includes different groups marked with special
annotation tags. The annotation process was split into two stages since
several issues of tagging of PMs arose. The main problems, which oc-
curred during the annotation process, and the possible ways of their solu-
tion are also discussed in the research. The paper propose the improved
methods of problem solving during the annotation of pragmatic markers
applied to the corpus of oral speech, which can be useful for the linguistic
annotation of any other levels of oral speech.

Keywords: Pragmatic Marker, Spoken Speech, Corpus of Everyday
Speech, Corpus Linguistics, Corpus Annotation.

1 Introduction

The annotation of any corpus is the main linguistic tool in the corpus structure
used for receiving correct search results and meta-information about texts and
authors (speakers). Nowadays, the number of corpora of oral speech is grow-
ing exponentially around the world, so that an important and relevant issue in
modern linguistics is being stated—to develop the basic principles of speech an-
notation, including such its units, which have never been described in the scien-
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tific literature before. Besides the well-known widespread levels of annotation,
such as the marking of prosodic units, the part-of-speech tagging, the syntactic
and semantic parsing, certain linguistic information should be tagged for some
modern research tasks in communication studies, in particular, the discourse and
pragmatic annotations. While the automatic annotation of a corpus material is
implemented by the number of special parsers, the pragmatic annotation is still
carried out manually because the instruments for such annotation are awaited to
be produced in the near future [1, 2]. Moreover, many kinds of pragmatic an-
notation involves such patterns and details of speech that cannot be fulfilled by
the automatic device, e.g., speech acts analysis or pragmatic markers revealing.
This paper presents the results of two stages of pragmatic markers annotation;
therefore, we focus on the definition of the term pragmatic marker and its char-
acteristics below.

A pragmatic marker (PM) is a relatively new term in the linguistics,
introduced in this meaning by N.V. Bogdanova-Beglarian [3], which is used
towards the particular speech units: words, expressions and phrases fulfilling
different pragmatic functions in the discourse. The meaning of a term discourse
marker (DM) do not coincide with the content of the term pragmatic marker
since they describe different groups of discourse/pragmatic units, although both
of them demonstrate the ability to structure the discourse but by different means.
Discourse markers usually either navigates the paragraphs of a text or reveal
time, causal, conditional and numerous other relations between the fragments
being meaningful content words with a certain lexical meaning. A brief literature
review, based on different researchers’ understanding of DMs, can identify the
specificity of these units more narrowly.

B. Fraser defines the DM as “a pragmatic class, lexical expressions drawn
from the syntactic classes of conjunctions, adverbials, and prepositional phrases”
[4]. The representatives of this class mainly “signal a relationship between
the segment they introduce, S2, and the prior segment, S1” [Ibid.]. Basically,
according to B. Fraser, they fall into two types: “those that relate aspects of the
explicit message conveyed by S2 with aspects of a message, direct or indirect,
associated with S1; and those that relate the topic of S2 to that of S1” [Ibid.].
The researcher characterizes the DM as “a linguistic expression only which: (i)
has a core meaning which can be enriched by the context; and (ii) signals the
relationship that the speaker intends between the utterance the DM introduces
and the foregoing utterance” [Ibid.]. As it is explained, “they function like a
two-place relation, one argument lying in the segment they introduce, the other
lying in the prior discourse” [Ibid.]. Syntactically, DMs do not form a separate
syntactic category. So-called pragmatic markers B. Fraser earlier identified as
“structures and expressions which linguistically encode aspects of the speaker’s
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direct communicative intention” [5] that ““do not contribute to the propositional
content of the sentence but signal different types of messages” [4].

D. Schiffrin argues that DMs do not fit completely into some linguistic
category since their main function lies in adding to discourse coherence and
providing “contextual coordinates for ongoing talk” [6]: DMs are “sequentially
dependent elements which bracket units of talk” [Ibid.] which can be sentences,
prepositions, speech acts, tone units, etc.

L. Schourup describes as DMs “conversational particles such as well and oh,
parenthetical lexicalized clauses such as y’know and I mean, and a variety of
connective elements in speech and writing, including so, after all, and moreover
[7]. L. Schourup pointed out that “DMs are more often regarded as comprising
a functional class that draws on items belonging to various syntactic classes”
[Ibid.].

E. Traugott notices that DMs “allow speakers to display their evaluation not
of the content of what is said, but of the way it is put together, in other words,
they do metatextual work™. [8]. The author supposes that DMs (in this work, the
markers indeed, in fact, besides are investigated) go the grammaticalization path
from the clauseinternal adverbial through the sentence adverbial to the discourse
particle, the subtype of the class of discourse markers [Ibid.].

In case of the annotation, the hesitation disfluencies sometimes are classified
as discourse markers [9]. We suppose that such approach is not very productive
since the hesitations can be detected automatically and usually treated as
phonetically filled hesitation pauses and not as markers.

To the contrast, pragmatic markers derive from both content and functional
words (nouns, verbs, adverbs, prepositions, etc.), and, during the process not
only of grammaticalization, but also of pragmaticalization, they lose (in whole or
in part) their lexical and/or grammatical meaning and get pragmatic one in some
of their everyday speech usages. A content or functional word becomes a PM in
a process of pragmaticalization: as a result, the role of its pragmatic component
increases and a role of significant component decreases. The pragmatic function
of a PM turns to be the leading one for a certain word, wherein the grammatical
component can be still presented (for example, Aijmer reports that some units like
1 think are pragmaticalized, but they still have tense, aspect, and mood [10]). In
this understanding, pragmatic markers such as you know, I think, sort of, actually,
and that sort of thing, “have the function of checking that the participants are on
the same wavelength or of creating a space for planning what to say making
revisions, etc.” [Ibid.]. PMs in the discourse approach “express speaker attitude
to what has gone before, what follows, the discourse situation, and so forth” [8].
The further development of a pragmatic marker includes the lexicalization of a
new meaning in everyday speech through its usage as the speech automatism and
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the assignment the special function to this marker in a certain communicative
context [3].

The group of various discourse markers is formed by the words and phrases
which are grammatically parts of speech, and the presence of this term, for the
most part, points at the new approach of discourse analysis and constitute the
opportunity to investigate relations of discourse more precisely. The words
belonging to the group of discourse markers are different parts of speech,
however, all of them have the ability to structure the pronounced speech or the
written text. The range of pragmatic markers, as it is supposed here, consists of
functionally “new” words — pragmatic markers, which have as their sources the
full meant already existed lexemes, but for now are related to original words as
homonyms. Thus, the class of discourse markers is largely the way of analyzing
the text considering the functions of markers which manage it, whereas the group
of pragmatic markers, it can be said, actually forms a new independent circle
of functional words through their usages as speech automatisms, see examples
below:

1. ‘vidish/-te’ (V, 2, Sing./Plur.) (you see) is used to attract the listener’s
attention to the subject of speech, but not to point at the item that both the speaker
and the listener see (e.g., it is used during telephone conversation);

2. ‘sejchas-sejchas-sejchas’ (one moment) or ‘minutochu-minutochku’ (wait
a minute) appear in the speech as hesitation pragmatic markers which forces the
listener to wait a moment until the word, that is looking for by the speaker, is
found.

The distinction between pragmatic and discourse markers is formed by the
following points [11], [12]:

a) PMs are used in speech unconsciously, without any reflection, at the level
of speech automatisms; DMs are put in text consciously, in order to structure its
parts in a certain order;

b) PMs do not have (or have weakened, slightly vanished) lexical and/or
grammatical meaning; they are almost completely “agrammatical”’; DMs have
full lexical meaning and grammatical paradigm;

c) PMs are not content or valuable units of speech, they have only functions;
DMs have their own definite meaning as content words;

d) PMs are used essentially only in oral spontaneous speech and cannot be
found in written texts (except for oral speech imitations, e.g., in modern plays or
movies); DMs are presented both in written and oral texts equally;

e) PMs usually express speakers’ attitude to the very process of speech
production with all related difficulties being sometimes meta-communicative
[13]; DMs always convey only speakers’ evaluation of the subject discussed and
its characteristics, but not of the text that they produce;
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f) PMs are not included in the dictionaries in their functional diversity; DMs
are the integral part of traditional lexicography as words, from the one hand, and
are the subject of discourse related studies, from the other hand.

The typology of pragmatic markers is discussed in details in the section of
presented paper which concerned the annotation of material and the system of
tags.

2 Practical Significance of the Annotation of Pragmatic
Markers

The results obtained by means of analysis of large corpus material allow clarify-
ing traditional views of communication act using the identifying such discourse
units—different types of pragmatic markers—which are uttered in speech in order
to solve the particular communicative tasks. With the help of PMs, a speaker ex-
plicitly verbalizes his/her communicative intensions, attitude to the addressee,
and appeals to the common with his/her interlocutors’ perceptual basis. Because
of the presence of PMs, the hearer can percept not only truth-conditional, infor-
mative level of speech, but also its structural level, as well as can understand
how the communication itself functions: the beginning and the end of a speech
act or an utterance, the search for words and omissions of lexemes, stressing
of the important parts, any disfluencies and call to continue the interaction are
marked.

The detailed eclaboration of the spontancous speech pragmatic annota-
tion permits to create the algorithms of automatic checking of the annotation.
Approximately each PM has its homonymic analogue which has a full meaning
in sentence and is a part of speech, so that the distinction based on hesitation
pause after the PM, e.g. ‘sejchas’, cannot be used since the hesitation break can
follow the pronoun ‘sejchas’, as well as the homonymic PM, too. Each decision
about the marking of the PM should be made taking into account the context
near PM-“candidate”. However, further annotation steps, for sure, will show that
some kind of automatism can be presented in the tagging. The ability to imple-
ment in the natural language processing system the analysis of functional and
structural sides of language, for its part, will contribute to the artificial perceptual
basis forming. The modeling of realistic speech dialogues “human—computer/
robot/machine” interfaces, that is the most relevant issue in robotics and artificial
intelligence development, will be also possible to improve.

The receiving of a full inventory of pragmatic markers of oral speech is also
important in such applications as linguodidactics and translation practice. In par-
ticular, the introducing of the natural spoken speech materials into textbooks for
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the foreign students is essential for training them to understand Russian fluent
speech and to avoid plenty of communicative failures. PMs that are used by the
native speakers easily and naturally, at the level of speech automatisms, do not
prevent to perceive the meaning of a message, and leave beyond the frame of
their perceptual field [14]. These markers fall into the perceptual field of foreign
speakers and can cause great challenges in communication using a non-native
language.

Besides, the typical range of pragmatic markers could be individual for the
particular speaker; consequently, this information may be used for the identifica-
tion of diagnostic features of some age, gender, social or psychological group
during conducting linguistic or forensic expertise of oral speech audio record-
ings.

As one could see, the annotation of the pragmatic markers is required for
different linguistic, scientific, and practical needs. This study presents one
of the possible ways to organize the process and to develop the methods of
the pragmatic annotation that can be applied to analysis of different corpora
data.

3 Research Material

The research was carried out on the material from the corpus of Russian every-
day speech “One Day of Speech” (ORD), which is one of the most representative
resources for the analysis of Russian oral spontaneous dialogic and polylogic
speech. The ORD corpus contains 1,250 hours of speech files recorded from
128 informants, which are native speakers of Russian, living in St. Petersburg,
and more than 1,000 of their interlocutors, all of them represent various social
groups [15, 16]. The records were made using a method of the 24-hours record-
ing of speech day [17] and, after recording, received material were transcribed
in the ELAN linguistic annotator. The ELAN files contain several main levels of
annotation: transcribed phrase, speaker who pronounced the particular phrase,
his/her voice characteristics, events in real life that accompanied the recording,
phonetic and phrase commentaries, notes, and episode to which this communica-
tive situation belongs [18].

The pilot subcorpus balanced by gender and age was created for the first
annotation of pragmatic markers. The annotation of 12 episodes of corpus
speech taken from 12 recordings of different speakers was performed by the
group of four annotators independently one from another; total duration amounts
1 hour 46 minutes, 10259 word tokens. For the annotation, additional levels in
the ELAN files were made:
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PM, which contains the pragmatic marker in its orthographical form;
Function PM, that indicates the functions of the PM;

Speaker PM, which marks the speaker’s code;

Comment PM, that reflect other commentaries connected with the specific
PM usage.

4 Development of the System of Tags and Stages of the
Annotation

For the annotation, the special system of tags was elaborated that included ref-
erences to the groups of pragmatic markers already described in the scientific
literature [3], [12], [19]. Briefly, for the marker from each group the function
manifested in its name is main, but there are plenty of markers that have several
functions, i.e., share the common feature of multifunctionality. In the typology of
tags below that was developed matching with the system of pragmatic markers
itself, the cases of marker polifunctionality are specially commented.

1. APPR — marker-approximator that expresses speaker’s uncertainty and

hedge:

e neznayu // *P vidish’/ chego-to Kirill% govorit / chto gips luchshe / yesli
(e-e) / tsement bystro vysokhnet /v malen’kikh dyrkakh kak by / yesli tse-
ment bystro vysokhnet / to (:) on ne budet prochnym [S1];

2. DEICT - deictic marker that points at something vague and consists of 3

elements, two of which are ‘vot’:

e nu v obshchem defekt kishki / kogda (e) na nej takoj otrostochek / kak
byvaet vot (...) (e-e) v venakh / kak appendiks / vot takoj vot kakoj-to tam
[S1307;

3. ZAMEST-PR - replacement marker for the whole set of enumeration or

its part:

e Natasha% /vy uzhe otpustili etogo / () Alekseya%(:) / Maksima% /i vsego
prochego ? *P vot [S19];

e ya govoryu ya togda v devyati tri... tam k devyati pyatnadtsati pridu / poka
to syo... [S124];

4. ZAMEST-CHR - replacement marker for someone’s speech, e.g., ‘bla-

bla-bla’:

e a/my s toboj zhe byli / pomnish’/ Nastya% i Katya%. Aaaa... Kat'ku%
ya videla paru raz v universitete / nu / my s nej poskol’ku ne obshchalis’
/ postoyali / «privet-privety tam / bla-bla-bla [this example is borrowed
from the Russian National Corpus];
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5. XEN — quotational marker which marks someone else’s speech before its
appearance in the utterance:

o nikto poka nichego ne mozhet vnyatnogo skazat’/ vse tol’ko razvodyat
rukami / (e) i govoryat / nu / sochuvstvuyu tipa mol / *P namekayut chto(:)
prosto da / oforml... oformlyaj novuyu strakhovku i(:) (...) zhivi spokojno
[S110];

6. MET — meta-communicative marker which fulfills meta-communicative
function: the establishment of a contact and understanding between speakers and
the speaker’s reflection on his/her own speech:

o nu i Vadik% priezzhaet / *P i oni yemu govoryat slushaj chuvak my tebe
vsyo otremontirovali / *P tol’ko my tebe koroche (...) (e-e) v bak (...)
vmesto(:) (e) dizelya devyanosto vos 'moj zalili [ST2];

o nu Andrej% / togda vy smotrite / znachit ya do devyati budu (...) nu (e)
telefon vyklyuchu /i otvechat ne budu / to est’ya prosnus’gde-to v devyat’
s kopeechkami / budu uzhe (e) min... vy uzhe v eto vremya budete ekhat’
[S123] (during telephone conversation);

7. NAVIG — navigational marker which serves as structuring device;

o nui(..)ado etogo proverili / zheludok vsyo khorosho / a tut polosnaya
operatsiya / vot eto ya vsyo ... / vot eto pervaya chast’ Kazani u menya byla
normal’naya / a vtoraya chast’ (...) vot ya vot na etikh samykh zvonkakh
nepreryvnykh [S130] (the marker ‘vot” also fulfill the hesitative function
here);

8. SEARCH - searching marker that helps the speaker to find the word or

expression he/she is looking for:

e 1o pri etom b***d’/ *P chuvstvuyesh’takoe na***j opustosheniye ! vnutri
katarsis chuvstvuyesh’// kak eto b***d’ () Gracheva% govorila nado // *V
ochishcheniye cherez stradaniye [S15];

9. REFL — reflexive marker which express speaker’s reaction to what is said:

e v itoge my vyzyvali kakogo-to traktorista // *P # khorosho chto nashli
vy traktorista // # ugu // *P ili yeshchyo chego-to takoye / i koroche
vytaskivali Vadika% ottuda // @ ugu [S72 and W1];

10. RHYTHM - rhythm-forming marker that attaches rhythm to the

utterance:

o vot sejchas uzhe batarei dali / uzhe on bystro vysokhnet // a tak by vot / vot
kogda dozhdi shli / vot khorosho bylo by zadelat’ [S1];

11. SELFCORR — marker of self-correction:

e yarkaya solnechnaya pogoda // govorit’ mozhno? tak byl yark... | eto
samoe | byl [ iyul’skij den’/ vot / nebo bylo chistym / bezoblachnym /
solntse [ svetilo (this case is taken from the corpus “Balanced Annotated
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Collection of Texts”, another corpus of oral speech, created by the group
of the same linguists as creators of the ORD-corpus);

12. START — marker of the beginning of an utterance or the process of speech
production:

e ditya moyo / znachit tak // *P ta(:)k ? // v etom (...) (m-m) v sentyabre /
budet tut vsyo vot tak / *V a v oktyabre / a ... # analogichnaya situatsiya
budet na sleduyushchej nedele // #da // @ a ... / a ... (the marker ‘znachit
tak’ also fulfill the hesitative function here);

13. FIN — marker of the end of an utterance or the process of speech

production:

e nu ponyatno delo / nu y**ta / a(:) da tebe voobshche / dazhe zakonnyje
vykhodnyje mogut ne dat’/ da ? ya dumayu [S110] (the marker ‘ja duma-
ju’ also fulfill the hesitative function here);

e tak / nu vsyo / ya ostanavlivayu zapis’/ potomu chto eto pustoye / slush-
at’ eti kliki / vsyo ravno ya nichego bol'she ne skazhu / vse uzhe spyat
[S123];

14. HES — hesitation marker:

e nutam (...) sil’no deshevle ne bylo / potomu chto ya () zdes’ kak by / oni
vsyo ravno ekhali [S103].

The special guideline for the annotators was elaborated. At the first stage of
the annotation process, the guideline included the tags consisted of several first
letters of particular function (named, as it was showed above), the instructions,
such as to write the marker orthographically, to put the tags in the alphabetic
order, noting first the main function(-s) of PMs and second the additional
function(-s), to separate the repeated markers one from another (do not place
them using the hyphen) as well as the description of the process of new level
creation in the ELAN program. The possibility to point the new function of a
marker was also provided to the annotators. Moreover, before the first try of
the annotation, already revealed and described markers were illustrated with
an examples from the corpus with an indication of possible functions they
can perform. Fig. 1 shows a fragment of the table which was made to help the
annotators. The table includes the marker, its structure (one or more words form
the marker), examples of usage in speech in the main and additional functions,
the tag, items per million value counted in previous researches, the tendency to
use it in dialogues or in monologues. In addition, this table contains the link to
the document with so-called “described in dictionaries” usages of homonymic
to the pragmatic markers expressions. We believed that by producing such table
we assisted the annotators to detect the possible pragmatic functions of markers
faster and easier.
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M N “Example Function "Tag  Add. functions Examples 19T " Dialogue/monologue " Link to the dictionary
neznayu/ vidish / chego-to K
329)
vidish/vidite yes MET M |REFL REFL: nam obyasnyajut / ne vidi nsu‘ D hitps://drive.google.com/ope
615)
START: smotrite [ vot / vot eta
shtuchka / da / vot eta vot;
START NAVIG: Dashat / ty voobshche

<possmotri/<po>smotrite  yes MET

=z

https://drive.google.com/ope

NAVIG prostranstvenna myslish ili net
2 nuvot smotri // ja w plane
tebe risuyu / vot zritel'ny) zal

az(

615)

slushay / davay ya tebe perez
iy " XEN: i on blin mne napisal

slushay sorri ne mogu;
START: Gena% / Gen% // vot
poslushay menya vnimatel'no
pozhaluysta;

NAVIG: nu eto khoroshe /
slushayte | *Pya zavira
vecherom vozmezhno budu v
tekh krayakh ..

FIN : bez ochkow strigyot / vot
Khrabraya / slushay !

HES:a nuda/ pust' zvonit // *P

374(
i 3
machit (e]shshay smotri... V|,

XEN
START
<poslushay/<po>slushayte yes MET M NAVIG
FIN
HES

D hittps://drive.google.comfops

Fig. 1. A fragment of the table of described pragmatic markers

After the first stage of the annotation, it turned out that the inter-annotator
agreement counted with the help of Kohen’s Kappa coefficient (the formula
see in [1]) was very low. The best agreement between experts was achieved
only for three groups of PMs, i.e., quotational markers, meta-communicative
markers, and reflexives. Therefore, the decision to improve the guideline for the
annotators was made. Fig. 2 presents a fragment of the table with all possible
variants of one marker that can be united by its main type.

This step allows annotating markers automatically and to narrow down
the variants to one basic construction. Such variety of grammatical forms
reflects the process of pragmaticalization without grammaticalization, as well
as the ability of markers to combine with other pragmatic or “meaningless”
(functional) components of speech (particles, interjections, conjunctions, etc.),
and exists for the all the markers considered in the research: ‘eto’, ‘eto samoje’,
‘kak jego’, ‘ne znaju’, ‘sejchas’, ‘minutu’, ‘sekundu’, ‘tipa’, ‘vrode’, ‘kak by’,
‘takoj’, ‘bla bla’, ‘lia lia’, ‘ili kak eto’, ‘ili kak jego’, ‘ili chto yeshchyo’ and
many others.

For prepare the next stage of the annotation, it was determined, first, not to
reduce all the variants of one marker to one basic structure, leaving, during the
annotation, the PM in the form in which it was presented in speech, which saved
the variety of markers structure; and second, to shorten the list of PMs’ functions,
so that exclude the most ambiguous cases which revealed total annotators
disagreement. Third, the opportunity to list the main and additional functions in a
free order was given to the annotators, because of mentioned in the introduction
of this paper the multifunctionality of PMs.
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A . B | C
Invariant Variant Key word for search
prikin’ prikin' priki...
prikin'te
zatseni zatseni zatseni
zatsenite
glyan' glyan' glyan'
glyan'te
zamet' zamet’ zamet'
zamet'te
chto yeshchyo chto yeshchyo yeshchyo, skazat'

chto yeshchyo skazat'

chego-to yeshchyo khotela skazat'
chto yeshchyo b skazat'

chto yeshchyo by skazat'

chto-to yeshchyo khotel skazat'
chego-to yeshchyo khotel skazat'
chto-to yeshchyo khotela skazat'

koroche koroche koroche

voobshche voohshche voobshche
voobshche govorya

sobstvenno sobstvenno sobstvenno

tam tam tam

Fig. 2. A fragment of the table of variants of pragmatic markers

At the second stage of the annotation process, the new guideline included fewer
tags as some of them were grouped (e.g., the group of markers of a boundary
(G) unified previous existed start, final and navigational markers), and all the
tags were cut to one letter in order to make the annotation process less time-
consuming. The annotation of the same files was performed by the same group of
annotators independently one from another; they also had been asked to use the
new instructions and the system of tags. The analysis of inter-annotator agreement
showed the increased level of agreement—up to Kappa=0,51, especially for
two annotators who are the authors of presented article [20]. It means that the
development of the annotation scheme discussed above, the guideline and the
tables of variants improves the results of annotation. The elaborated procedure
of the annotation of PMs is supposed to be widely used in the investigations
involving the similar methods and data.

However, the process of the annotation cannot be lead without any issues.
The human factor and the subjectivity cannot be absolutely removed from the
language analysis, but there are certain problems of the annotation that corpus
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linguists might deal with. The ways of solution of this kind of annotation
problems are described in the next section.

5 Main Annotation Problems of Corpus Material and
Ways of Their Solution

During the process of the manually performed annotation of pragmatic markers,
the group of annotators, including the authors of this research, confronted several
problems involving the functions of PMs, the difference between a PM and a
homonymic expressions (see also: [21]), the human factor, the prosodic features
of speech, etc. These problems and the possible methods of their solution will be
discussed here one by one.

5.1 The Syntagmatic Division of Spontaneous Speech

One of the most important issue was the syntactic and intonation division of
speech in syntagmas that cannot be clearly defined in some cases. The address-
ing of such ambiguity is relevant for the definition of the PM ‘vot’ functions that
performs as a marker of start or final of a phrase or speech part, according to its
pre- or postposition:
o da/poka vot () Marina% ne sde... da / i ne posmotrit i ne otfotografiruyet
// *P vot // *P vsyo // pozhalujsta // vsego dobrogo / do svidaniya [S19];

e ya sejchas pozvonyu Marine% / i vyyasnyu // delo v tom chto / k vam so-
biralas Marina% yekhat’ Zhdanova% // ne ne ne ne ne ne // *V Marina%
Glukhareva% // *N vot / *P i (:) (e-e) vot / ya vyyasnyu / poyedet ona
segodnya ili zavtra k vam [S19];

e postoyannye koroche / bunty kakiye-to / sobraniya kakikh-to partij raznykh

/ politicheskikh / tam vsyakikh // tam b***d’ partiya na partiyu / koroche /
nu vot // *P zastrelili / odnogo na ulitse / sluchayno // *P (e) vot / *P vtoroj
spilsya / a glavnyj geroj / koroche / u nego umerla eta devushka [S15];

o moj Seva% byl (...) v techeniye (...) tryokh / chetyryokh dnej v reanimatsii

// vo(:)t / sejchas ya yedu / (...) prosto poyedu / net / nu yego uzhe vypi-
syvayut v chetverg / poyedu povezu / on menya poprosil / chto privezti
[S130].

The pause after the marker means that the topic shift takes its place in the
utterance. This unit can be classified as the PM of start due to its position in the
beginning of a new phrase. However, it is not defined in these examples, whether
the marker attributes to the new topic or discourse fragment itself or the marker
closes the previous speech segment with the meaning of conclusion.
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The annotation of the start, navigational and final markers caused disagree-
ment at the first stage of the annotation. It is obvious that all these markers share
one common function—the marking of a boundary, with the possible change of
topic, the communication strategy, the conditions or a manner of speech produc-
ing, etc. However, practically, in speech several markers can serve merely in
one definite function, e.g., ‘znachit tak’ for the marking of start or ‘vsyo’ for the
marking of the end of speech. Despite this, the most commonly used markers of
this type—‘vot’ and ‘koroche’—tend to appear in different positions in phrases,
not having only one preferable place of occurrence. Therefore, the new annota-
tion rules were implemented at the second stage. As a result of the annotation,
the receiving of a complete list of markers, as well as their functions, which all
the annotators could agree with, the main goal of the researchers was achieved.
The variety of “boundary”-tags resulted in inter-annotator disagreement, which
showed the disadvantages of tags system. The reduction of tags by clustering
them into groups led to making the functions more identifiable. Thus, one tag
“G” was produced to unite different tags of boundary markers: “START”, “FIN”,
and “NAVIG”. The specifics of each case of boundary PMs will be described
during the qualitative analysis of the material after the annotation of all corpus
data. Moreover, the distinctive features of different types of boundary PMs are
planned to elaborate.

5.2  Pragmaticalization as a Continuing Process

The annotation of pragmatic markers is complicated by the live processes exist-
ing in oral spontaneous speech, i.e. grammaticalization and pragmaticalization.
Thus, the different degrees of pragmaticalization, a closeness of a unit to the PM
class, can be distinguished, e.g.:

o nu ya sproshu // yesli tsementa ne budet / togda ya gips voz’mu // # v
malen ’kikh dyrkakh / *P dlya bolshikh dyrok gips ne podkhodit / a () dlya
bolshikh dyrok podkhodit tsement // *P ya dumayu // nu ya ne znayu / *P
chto takoye bolshaya dyrka // *P v takom-to vot sluchaye [W1 and S1];

e nu ponyatno delo / nu y**ta / a(:) da tebe voobshche / dazhe zakonnyje
vykhodnyje mogut ne dat / da ? ya dumayu // *P u menya tam podna-
kopilos’ etikh samykh / neispol’zovannogo otpuska / da / poetomu ya i
ispol’zuyu [S110];

o *P kak to tak ona korotkovata nemnozhko poluchilas’ // vrode yeshchyo
odin shkaf prositsya // *P kholodilnik ne vkhodit a / tak mesto svobodnoye
est’// *P ne znayu [W1];

e ponyatno / ya prosto khochu vam skazat’/ ya ne ... / vernej sprosit’/ snach-
ala dlya nachala / potom uzhe skazat’/ *V po povodu etoj programmy (:) /
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vot ona (...) nastol’ko zamedlyayet rabotu komp 'yutera / *P chto vot (e-e)
/ nu mne prikhodyat gigantskiye fajly / ya ne znayu chto tam / eto samoye
/no ... [S19].

It seems that the first two examples shows already pragmaticalized usages
of VP ‘ja dumaju’ that only marks the end of a sentence and do not contribute
anything to the content. These PMs also reflect the speaker’s hesitations and
serve as means of a hedge, as well as the unit ‘ne znaju’ in the third case. It
should be noted that there is a possible interpretation of these markers as not
fully pragmaticalized, but only taken a pragmaticalization path ones, that are
mostly potential, than real, PMs.

The last phrase is truncated, but by the presence of the hesitation (‘eto
samoje’) we can conclude that the speaker does not know what to say next and
how to describe the problems with the computer in more detail. It leads us to the
assumption that ‘ja ne znaju’ in this case is the hesitation PM used in preparing,
after all, unsuccessful tries to continue the speech production. However, this
construction can be also examined as a meaningful sentence, just left by the
speaker and not extended further. Since that, the annotation of such case is
ambiguous, from our perspective. The variability of analysis is not only possible,
but also necessary for dealing with PMs. Perhaps, the annotation of a wider data
allows solving the issue of annotating of such phenomena; the experts have to
create the acceptable limits up to which the meaning of a lexeme is identifiable
and the unit is still not a marker, otherwise, it should be considered a pragmatic
unit having only function in oral discourse.

5.3 Main and Additional Functions of PMs

The dynamic aspect of producing speech causes certain difficulties in function
attributions: the problem of determination of the main and the additional func-
tions of PMs and their difference is also complicated by permanent changing the
PM place in phrases. For instance, in phrases:
e nu tam v osnovnom sovetskuyu chital / znayesh literaturu // nashu tam /
a(:) ! vperyod k kommunizmu ! [S15];
e nu ya pytayus // no tam zhe kak prosto kak by () konkurentsiya // *P // to
est’ kak by dazhe yesli ya podnimayu ruku / to yeshchyo ne ... // *V nu ya
v printsipe pochti na kazhdom podnimayu / no menya prosto ne vsegda
sprashivayut [S27]
is not possible to identify precisely whether the approximation or hesitation
is the main function of PMs ‘tam’ and ‘kak by’. The role of this PM in the
discourse lies in the fact that they help the speaker to have a little pause in speech
structuring and give him/her an opportunity to express the idea approximately,
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without further description. To determine which function is predominant seems
quite impossible here (see also: [21, 22]).

At the second stage of the annotation, we rejected the difference between
the main and the optional functions since the inter-annotator agreement in their
annotation was very low. Henceforth, beyond the annotation of all the functional
sets of a particular marker, it will be possible to determine the criteria of function
domination and increasing prominence.

The tagging of a rhythm-adding function was also uncoordinated and
inconsistent. The findings of the investigation [23] shows that there are
rhythm-forming markers which organize spontaneous speech into isochronous
structures:

e vot sejchas uzhe batarei dali / uzhe on bystro vysokhnet // a tak by vot / vot

kogda dozhdi shli / vot khorosho by bylo zadelat’ [S1];

e nui(..)ado etogo proverili / zheludok vsyo khorosho / a tut polosnaya
operatsiya/ vot eto ya vsyo ... / vot eto pervaya chast’ Kazani u menya byla
normalnaya / a vtoraya chast’ (...) vot ya vet na etikh samykh zvonkakh
nepreryvnykh [S130].

We suppose that in the cases (in bold) the rhythm-forming function is realized.
The first PM ‘vot’ in the first example functions as the boarder-marker, the second
operates in the field of hesitation only, the third presumably is a particle for
new information actualization, and the last forms the rhythm and the rate of the
utterance, which are supported by the repetition of ‘vot’. The second case also
shows a frequent usage of ‘vot’, one of which can be regarded as the rhythm-
forming PM in the last position. However, it is possible that all these markers are
the individual way of hesitating of the particular speaker.

54 Chains of Markers or One Marker?

The cases of neighborhood of pragmatic markers are quite frequent in the spon-
taneous dialogues and monologues. It raises the question of what should be con-
sidered as a chain of markers and what—as a new complex PM with another func-
tion. D. Verdonik, M. Rojc, and M. Stabej [9] analyze discourse markers in the
corpus of Slovenian telephone conversations TURDIS and try to deal with cases
of markers collocation, describing the most widespread chain of markers at the
beginning of an utterance. We suppose that the PM which forms one intonation
unit and fulfills one function is one integral marker, otherwise it is the chain of
different markers following one another with a hesitation graduation. However,
in case of hesitation PMs it is difficult to decide whether the function is intensify-
ing or actually is equally shared by the sequence of markers:
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o pod triumfalnuyu_arku$ tam koroche // vot tipa (...) Kebern% ch... nu(:)
rasskazyval // *P ya nachal chitat’/ ya tak _skazat’(?) sovsem drugoye
prochital / chem chto on mne rasskazyval [S15] (hesitation and approxi-
mation marker(-s));

e vchera my s na... s Nadey% vykhodim s raboty // *P ona menya prosit / u
vas est’tam telefon (e-e) Glukharevoy% ? ya govoryu da // *P nu i znachit
tam (...) nakhozhu / diktuyu yej [S19] (boundary, hesitation and approxi-
mation marker(-s));

e tam to delay /tam kak by tam zadaniye // chego-to kak-to ustayu bezumno
na samom dele // *P prosto voobshche kak by / v printsipe i *P ne to
chtoby ya pryamo tut tak umatyvayus // da ? no vot real’no ochen’ ustayu
[S27] (hesitation and approximation marker(-s));

e nikto poka nichego ne mozhet vnyatnogo skazat’/ vse tol’ko razvodyat
rukami / (e) i govoryat /nu / sochuvstvuyu tipa mol / *P namekayut chto(:)
prosto da / oforml... [S110] (approximator or quotational marker and quo-
tational marker ‘mol’, probably not the PM since it is used in written
texts);

e nu smotrite / *P v poldesyatogo / tak znachit smotrite Andrey% / ya tut
pogovoril / (...) yeshchyo s lyud’mi / mne rasskazali sleduyushcheye /
chto vot eto staraya tak nazyvayemaya [S123] (hesitation and boundary
marker(-s)).

The examples above show one of the most interesting tendency of spontane-
ous speech, which opposes the principle of language (and speech) economy—the
language redundancy. The repeated markers also present a challenge for the an-
notators given that they may be interpreted as one marker since they have the
same function or as two or more repeated markers as words:

e uvas segodnya prikhod budet // *P tak / minutochku minutochku / Gul’%

// *P tak / ya sejchas pozvonyu Marine% /i vyyasnyu // delo v tom chto / k
vam sobiralas’ Marina% [S19];

o *Ptak tak / tak tak tak / *P kto(?) *P privetik [S117].

However, the existence of non-one-word markers cannot allow using the con-
stituent criteria—a word equals a PM—during the annotation. To solve the issue
“one or more markers” we plan to investigate the frequency of such series of
PMs in the speech corpus, which can clarify their language status. At this stage
of the annotation, only minimal structures are annotated, thereafter the cases of
markers combination will be examined more precisely.

The inversion in Russian is one more problem for the automatic annotation
of PMs:

o (e-e) eto dejstvitel'no tak... poka ne ponyal / tak kak eto mne rasskazyval

chelovek / kotoryj nichego ne ponimayet // nu vot v samom etom *N /
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prosto skazal / kak eto est’// poetomu elektriki mestnyje / vot troye / s kem
ya pytalsya cherez tret’ye litso svyazatsya / vse otkazalis’ / potomu chto
oni skazali tak / *V yesli sdelat’vsyo eto vser ’yoz / to eto dorogo [S123].
This issue is solved by the containing the list of the possible PMs variations,
even performed automatically by combinatorial algorithms.

6 Conclusion

The annotation of pragmatic markers is still a great challenge for the researchers
since this is mainly manual process, difficult to automation, which creates the
theoretical and practical issues concerning the understanding and the typology of
PMs, the definition of their functions, and the investigation of oral unstructured
human discourse. In the article, the process of the first annotation of pragmatic
markers of Russian spoken speech was fully described, including two stages
of the annotation, advantages and disadvantages of proposed approach to the
pragmatic level analysis. The annotation concerned the pilot subcorpus, but the
annotated material will be expanded. The presented problems of the annotation
allowed us to elaborate the guideline for the annotators and the list of tags in such
way that the inter-annotator agreement became higher. We state that the inclusive
automatic tagging of PMs in oral speech cannot be performed for now, however,
the automatic check of the annotation, after obtaining the full list of PMs’ varia-
tions, to avoid the human factor of missing markers is necessary. The fuzziness
and ambiguity of spontaneous speech are significant issues in the NLP-tasks, and
the future research might develop to overcome the multifunctionality of some
PMs during the annotation process.
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Abstract. The paper presents ongoing results of automatic creation of a
semantic field of «empire» in Russian based on distribution and statistical
method using corpus data .

A semantic field is a collection of content units covering a certain area
of human experience and forming relatively an autonomous microsys-
tem with one or a few centers. The nature of relations within it is mostly
named as an association. The idea is to extract from data on syntagmatic
collocability a set lexical units connected by semantic paradigmatic rela-
tions of various strength using distributional analyses techniques. Nowa-
days the presence of big corpora and sophisticated algorithms give the
possibility and hope to reach a reasonable results.

The first goal of the study is to develop tools and methodology to fill se-
mantic fields by lexical units on the basis of morphologically tagged cor-
pora and special sketch grammar and then to measure the strength of rela-
tions between units and to evaluate the method. We were using a corpus
system the Sketch Engine that implements the method of distributional
statistical analysis. Text material was represented by own topical Russian
corpora created from Russian texts of XVIII —XX centuries. In the course
of work and to achieve the goal we have solved a number of tasks, have
received lists of items filling the semantic space around a concept of “em-
pire” and we are evaluating the method as successive and promising one.
At conclusion further steps were identified to clarify the perspective areas
of work and to improve the results obtained.

Keywords: Distributive and statistical analysis, Semantic field, Concept
of Empire in Russian.
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1 Beenenue

[NonsTHe «ceMaHTHYECKOE TOJIE» TPUMEHSETCS B IMHIBUCTHKE JUIsl 0003Haye-
HUSI COBOKYITHOCTH SI3BIKOBBIX €IMHMI, OOBEIMHEHHBIX KaKHM-TO OOLIMM ce-
MaHTHYECKUM MPU3HAKOM; UMEIOIINX HEKOTOPBIH 00NN KOMIIOHEHT 3HAYESHUSI.
«ITonme — COBOKYNHOCTb COAEPKATENbHBIX EAUHHUL], MOKPHIBAIOIIAs ONPEIEIICH-
HYI0 00J1acTh YeJIOBEYECKOTO OIbITa M 00pa3yrolnas 0ojee HiIu MeHee aBTOHOM-
HYI0 MEKpOCHCTEMY» [5]. B ponu Takux JeKCHUeCKUX €ANHUL] BBICTYAIOT CI0Ba
W CIIOBOCOYETAHUS, KaK HapHIaTelbHbIe, TaK M UMeHa cobcTBeHHbIe. CaM Tep-
MHH «CEMaHTHYECKOE I10JIe» UMEET Pa3IMYHble MOAN(DHUKAINY WM CHHOHUMBI,
KaK-TO: JIEKCHYECKOE IOoJe, JIEKCHKO-CEMAaHTHIeCKoe IoJie, (yHKIHOHAIBHO-
CEMaHTHYECKOe MoJe, KIacTep, Te3aypyc, OHTOJIOrus U T. I. Kaxaelid u3 atux
TEPMHHOB I0-CBOEMY 33/1a€T THII S3BIKOBBIX €MHUII, BXOJSIIINX B TOJIE /WU
THUII CBSI3U MEXy HUMHU. B 0CHOBE TeOpUHU CEMaHTHUYECKUX MOJIEH JIEKUT Ipea-
CTaBJICHHE O CYLIECTBOBAHUU B SI3bIKE HEKOTOPBIX CEMAaHTHUYECKUX TPYIII, CIIO-
BapHBIN COCTAaB KOTOPHIX OOBEAMHEH Pa3TMYHBIMHA OTHOIICHUSMH, KaK JIMHTBHU-
CTHYECKHUMH, TaK W 3KCTPAINHIBUCTHUECKUMH, KOTOPBIE MPEACTABISIOT COOO0M
CJIOKHYIO CUCTEMY OMIO3UILIMIA.

CeMaHTHUYECKUI TPU3HAK, JIEKAIUA B OCHOBE CEMAaHTHYECKOTO IOJS, MO-
KET PaccMaTpHUBaTbCA KaK HEKOTOpas MOHATHHHAs kareropus [6, 12]. B Tpak-
ToBKe B.I. AnMoHU mone xapakTepusyeTcs HaJUYHeM HHBEHTapsl DIEMEHTOB,
CBSI3aHHBIX CUCTEMHBIMH OTHOWEHUsMH [1]. B.I. AaMoHu ycMmarpuBaer B nose
LEHTPAIBHYIO YacTh — SAPO, IEMEHTHI KOTOPOTO 00IaaloT MOIHBIM HabopoM
MIPU3HAKOB, ONPEICISIONINX AaHHYIO TPYIITUPOBKY, W MEPUPEPHIO, HIIEMEHTHI
KOTOpPOH 00J1a/1al0T HEe BCEMH, XapaKTEPHBIMH JUIS IOJs MPU3HAKaMH, HO MO-
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TYT UMETh W TIPU3HAKH, NpUCyIue cocenHumM nossim. Ilone npenmnonaraer He-
TIPEPBIBHOCTD CBsI3€H OOBEKTOB MHOMKECTBA, MPUYEM HA HEKOTOPBIX YJaCTKaxX
TIOJISL CO3/1Al0TCsl 00IACTH, B KOTOPBIX CBSI3H OCOOCHHO MHTCHCHUBHBI, a IIPU3HAKH
0COOCHHO CUIIBHO BbIpaskeHsI. [1ome mpeamnonaraeT HEMPEpLIBHOCTD CBSA3EH 00b-
€KTOB MHOXKECTBA, IIPHYEM Ha HEKOTOPBIX Y4acTKax ITOJsI CO3AI0TCS 00IacTH,
B KOTOPBIX CBSI3M OCOOEHHO MHTCHCUBHBI, a IIPU3HAKK OCOOCHHO CHJIBHO BBI-
pakeHsl. Torga roBopsAT O JIGKCHUKO-CEMaHTHUECKUX TPYIIAaX — 3JIEMEHTAPHBIX
MHKPOTIOJISIX, OOBEAMHSIOMNX CJIOBA, OOBIYHO OTHOCSIIMECS K OJHOM 4acTH
peun ¥ HanboJee CHIBHO CBSI3aHHBIC OTHOLIEHHEM CEMaHTHYECKOH OIM30CTH.
B o6mem xe ciydae Ui oIt XapaKTepHa HEUETKOCTh TPAaHMI] MEXKy YacTIMH
peun. Teopun ceMaHTHYECKOTO MO B IMHTBUCTUKE MOCBSIIEHO OOJIBIIOE YHC-
1o pabor ([2, 4, 8, 9, 20] u ap.).

Jlns moneil xapakTepHa BO3MOXKHOCTD KOJIMYECTBEHHOTO BBIPAKCHUS CHIIBI
CBSI3M MEJK/y JIEMEHTaMH BHYTPH TI0JIsI, ¥ [TOTOMY 3Ta 33/1a4a JaBHO SIBJISIETCA
NIPEAMETOM KOMIIBIOTEPHOW JUHIBUCTUKU. [IpHueM B KOMIBIOTEPHOH JIMHIBU-
CTHUKE «CEMaHTHYECKOE MOJIe» OOBIMHO 3aMEHSIETCS HOHITUSIMU «Te3aypycy» H
«OHTOJIOTHUSI.

3amady MOAETHPOBAHUS MOHATHHHOW WM TEPMHHOJOTHYECKOH CHCTEMBI
MOXXHO Pa3OHMTh Ha JIBE€ YACTHU: BBIABICHHE CHCTEMbI MOHSTUH (JIEKCHYECKHX
HICHTU(UKATOPOB TIOHSATHI) U BBISBICHNE OTHOIICHUH MKy HUMH. B naHHO#
paboTe Hac MHTEpeCyeT NepBast 3a1a4a, a UMEHHO, aBTOMaTH3MPOBAaHHOE HAMOIN-
HEHHE JIEKCHKO-CEMaHTHIECKUX Toneil. OHa MOXKET PeIaThCsi «BPYUHYIO» IIy-
TeM SKCIUTMKAIMU U (popMau3anuy IpodeccHoHaIbHOT0 3HaHH, HAKOTICHHO-
TO B CHCTEME YEJIOBEUECKOH JICSITENbHOCTH, HA OCHOBE 3HAHUH CIEUAIIIICTOB U
C MCTIOJTF30BaHIEM MMEIOIINXCS CIIOBAPEH, YIeOHUKOB U JPYTUX MOCO0Hi. DTOT
IIyTh JOITHH U TpynoeMKuil. OHaKO MOCKONBKY HAIK 3HAHUS O MUPE TaK HIIH
MHa4e HaXOAAT OTPAKCHUE B TEKCTAX, TO MOXKHO [TOCTABHUTh 3a/1ady U3BICUCHUS
CHCTEMBI TMOHATHH W3 TEKCTOB. MHUHUMAIBHBI HAOOp TpeOOBaHHN NPH HTOM
CJICIYIOLINI: MHOXXECTBO 3THX aBTOMaTHYECKH M3BJICUCHHBIX MOHATHH JOHKHO
OBbITH JOCTATOYHO TOJHBIM U CAMH MOHSTHUS JTOJDKHBI OBITh CBSI3aHBI MEXKY CO-
6oii. Xapakrep cBA3el Ha 3TOM IIEPBOM ATalle aBTOMAaTHYECKH HE yCTaHABINBA-
ercsa. B Hamem ciydae MOXXHO TOBOPUTH O MPUHIUIE KOTHUTHBHON OTHOPOI-
HOCTH [14], KOoTJa Ha KaXKIOM dTale pemaeTcsl OJHa 3ajava, B JaHHOH pabore
9TO BBISIBIICHHE MHOKECTBA OCHOBHBIX B3aUMOCBSI3aHHBIX IOHATHH BOKDPYT BBI-
OpaHHOTO SAEPHOTO IeMEeHTa (KII0YEBOTO CI0BA).

B nanHoit pabote MBI OyZeM TOBOPUTH O CEMAaHTHYECKOI IMoJe “UMIepHs
MOHUMAsl MOA HUM COBOKYITHOCTh HEPECEKAIOMNX JIEKCHKO-CEMAHTHYECKUX
rpynn (CI0B WIN CIOBOCOYETaHWI), HEMOCPEICTBEHHO WJIM OIOCPEIOBAaHHO
CBSI3aHHBIX IO CMBICITy C KOHIIGHTOM ‘“‘mMmmepusi’. Beibop maHHOTO KOHIIENTa
00yCIIOBIIEH, C OTHON CTOPOHBI, €0 OOTAThIM COAEP)KaHUEM, C APYTON CTOPOHBI,
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3TO COAEPKAHUE MO-Pa3HOMY HAIIOIHSIETCS B pa3HbIX s3bIKax. JTa paboTa ABIIs-
€Tcs 4acTbhio OoJiee MHUPOKOTO HCCIIEA0BAHNSI, OCBAIICHHOTO CPABHUTEIBHOMY
aHaJM3y HAIMOJHEHMS 3TOTO IOJIS B PyCCKOM, aHIIMIICKOM, YEIICKOM M HEMeIl-
KOM f3bIKaX.

2 JAncTpuOYTUBHO-CTATUCTHYECKNH AaHAJIM3 KAaK OCHOBA
BbISIBJICHUS] TAPAIUTMATHYECKUX OTHOIIEHH

OcHOBHas 1IeNTb JaHHOTO UCCIICTOBAHUS — BRIPA0OTKA METOOB H aJalTaIlis Me-
XaHU3MOB aBTOMAaTHIECKOTO BBISIBICHUS HaOopa 0a30BBIX MOHATHH, OTHOCSIINX-
sl K 33JaHHOU TeMe B KOPITycaX PYCCKHUX TEKCTOB Ha OCHOBE AUCTPUOYTHBHO-
CTaTUCTHYECKUX MeTOHOB. CICIyIOIuil mar Ha STOM IMyTH — IPEICTaBICHUE
JIEKCUYECKUX 3JIEMEHTOB CEMaHTHUYECKOTO OIS “UMIepHs’ B BUE KOMITBIOTEP-
HOTO Te3aypyca ¢ KOMTHICCTBCHHBIMH XapaKTEPUCTHKAMH CHIIBI CBS3H MEXKIY
AJIEMEHTAaMH ¥ IIPUMEPaMH U3 KOPITYCOB.

OmHAM U3 CTapBIX U U3BECTHBIX METOIOB JIMHIBICTUIECKOTO HCCIICJOBAHUS
SIBIIICTCS] AUCTPUOYTUBHO-CTATUCTUICCKAN aHAIIN3, TIPH KOTOPOM HCIIONB3YET-
csi nHPOpPMALUA O AUCTPUOYIIUH IIIEMEHTOB TEKCTa M WX YHCJIOBBHIX IMapame-
Tpax. Yke Ha 3ape KOMIBIOTEPHOH JTHHIBUCTUKA MPEITPUHAMAINCH OMBITKA
Ha OCHOBE YaCTOTHOH MH(OpMAINH O BCTPEYAEMOCTHU JIEKCHICCKUX CIMHUI] B
KOHTEKCTaX ONpeAeTICHHOW BeJIMIUHBI TIOIy9aTh 0 HEKOTOPOU 3aaHHOH (op-
MyJie KOJIMIECCTBEHHYIO XapaKTEPUCTHKY MX CBS3aHHOCTH, YTO BIIOCIICACTBUHU
HAIIJIO BBIPAKCHUE B METOJIaX BBIABJICHUS KOJUTOKAWN W MHOTOCIOBHBIX €/IH-
HUI] Ha OCHOBE MEp acCOIHAIINH.

OmHOBPEMEHHO BBIIBHTAINCH WACH PACIPOCTPAHEHHS 3TOTO METOIa M Ha
MapagurMaTHYECKIH acTIeKT S3bIKa — UIEH O TOM, YTO TTapauTMaTHIECKUE CBSI-
3M MOTYT BBIBOIUTHCS M3 CBsI3eH cuHTarmMaTmyeckux [21, 3, 13, 11, 10]. [Ipun-
[UN TIepexoja OT MU3YUCHUS TEKCTYyalbHBIX CBS3eU (CHHTarMaTHYECKHUX) K CH-
CTEeMHBIM (TIApaJNTMATHIECKAM) JIC)KUT B OCHOBE Pa3IIMYHBIX AUCTPUOYTHBHO-
cTaTUCTHYeCKUX MeToauk [19, 20. 32]. Cunuraercs, 9TO JBa JIEMEHTA CBSI3aHBI
MapagurMaTHYeCcKy, eClii 00a OHM TEKCTYalbHO CHCTEMATHYCCKU CBSI3aHBI C
KaKHMH-TO TPETHUMH eMeHTaMu. COOTBETCTBEHHO, CHIIA MTApaIUTrMaTHICCKOH
CBSI3U JTOJDKHA BO3PACTATh C YBEIHMUCHHUEM YuC/Id ¥ CHITBI 0OWuX CAHTaTMaTH4e-
ckux cBsseit [20: 370].

OpmHaKko BO3MOXKHOCTH BBIYUCITUTEIHLHON TEXHHUKH TOTO BPEMEHH HE MO3BO-
JISUTA pealin30BaTh 3TH HUICH B BHJC NMPAKTUYCCKU PabOTAIOMINX aJTOPUTMOB U
mporpamm. Jlanee, 9TOOBI MOKHO OBLIO TOBOPUTH O 3aKOHOMEPHOCTSIX JTFOOBIX
CTaTUCTHYECKUX pPAaCIpeleNIeHIH, HY>KHBl OYeHb OOIBIINE MACCHBHI JaHHBIX
[35]. TakoBBIE OSBHUIIHMCH TOJIBKO C CO3JAaHHEM OOJBIIUX KOPITYCOB TEKCTOB.
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OXHOBPEMEHHO CTalld MOSBISATHCA U COOTBETCTBYIOILIME MPOTPAMMHBIE CPE-
cTBa [23, 26, 27, 34, 35].

3 Mexanu3m GpopMHUPOBAHUS JIEKCUKO-CEMAHTHYECKUX
rpynin u mnoJiei

Kak y>e 0bUIO CKa3aHO, TApaUTMaTHYSCKUE CBSI3H MOYKHO BEIBECTH M3 CHHTAr-
MaTndeckux. Jta uaes Opua Beickazana A S [atikeudem [21] u K.C. [IxxoyHC
(K.S. Jones) (PhD thesis) eme B 1960-x 1T, HO OBIITa pear30BaHa TOJIBKO CEH-
4ac B KOPITyCHO JIMHTBHUCTHKE, IJe Ha 0a3e KOPIIYyCOB TEKCTOB MOSBHUIIACH BO3-
MOYKHOCTB CO3aTh OOJBIITYI0 0a3y COYETAeMOCTH JICKCHUSCKUX SAWHUII U Ha ee
OCHOBE "BBIYHCIIATE" MHOXECTBO «ONMKAWIIIX cocenei sl KaXKI0oTO CIIOBa.
MareMaTu4ecKuii armapaT JJIsl BEIYUCICHUS TaKOTO CXOICTBAa OBLT pa3paboTaH
. JTuaowm (D. Lin) [30].

OnHaKO TIpH «IEPEeBOE» CHHTATMATHUKU B TapaJuTrMaTHKy TaKkKe Ba)KHO
TaK)Ke YYUTHIBATh HAJTMYNEC CHHTAKCHUECKON CBS3HM MEXTYy KOHTCKCTHO ONH3-
KHMU dIeMeHTaMu TekcTa [24]; [31]. Hamr moaxox mpezmonaraer omucanue co-
YETaeMOCTH C MTOMOIIBIO JIEKCHKO-CHHTAKCHICCKUX IA0I0HOB (MHOTIA WX Ha-
3BIBAIOT JIGKCUKO-TPAMMATHICCKIMH FITH MOP(OJIOTHYSCKUMHE T1aboHamu). B
HaIIeM TTOHUMaHUH JIEKCHKO-CHHTAKCHICCKUH MTa0I0H — 3TO MOJIEIb SI3BIKOBOM
KOHCTPYKIIMH, B KOTOPOH YKa3bIBAIOTCS CYIICCTBEHHBIC TPaMMaTHYECKHE Xa-
PAKTEpUCTHKA MHOXECTBA JICKCEM, KOTOPHIC BXOIST B S3BIKOBBIC BBIPAKCHHUS,
MIpUHAANIS)KAIINE TAaHHOMY KIacCy, W CHHTaKCHYECKHE YCIOBHS MOCTPOCHUS
SI3BIKOBOTO BEIPAYKEHUS B COOTBETCTBHM C 3aJJaHHBIM IIa0JIOHOM (Hampumep,
y4eT MOp(OIIOTHIECKUX MPHU3HAKOB JIEKCHICCKUX CIAMHUI] B 3aBUCHMOCTH OT
KOHTEKCTHBIX YCIIOBHIA).

B cucreme Sketch Engine [27], koTopast rcmonbs30Banack HaMu Iiist (hOpMI-
pOBaHUS KOPIIYCOB M BBISABICHHS CHHTArMATHYCCKUX WM IapaJuTMaTHYCCKUX
CBsI3eH, HMJesl JIGKCUKO-CHHTAaKCHYECKUX MIa0IOHOB peani3oBaHa B (opMe Tak
Ha3BIBaEMBIX «3CKH30B cioBy» (word sketch). [To ompeneneHmro «3cKku3 cioBay —
9TO OAHOCTpPaHWYHAs, aBTOMATHYECKH TeHepHupyeMas Ha 0a3ze Kopiryca CBOIKa
JIEKCHYECKO-TPAMMATHICCKOM COYETAeMOCTH CIIOBA, IO-IPYTOMY, COYETaeMO-
CTH B TIpeleNiax 3aJaHHBIX CHHTAaKCHUYCCKUX (OPMYN. DTH «IOPTPETHD) CIIOB
0a3upyroTCs Ha HA0OPax MPaBUII, OMMUCHIBAIOIINX TPAMMATHICCKIE OTHOIICHS
MEXITy CIIOBaMH B TEKCTe, KOTOpHIe momydmiy Ha3Banne Word Sketch grammar,
i ['pammaruka ma0IoHOB.

IIpu cozmannm Kopmyca Ha OCHOBE YKa3aHHOW TPaMMATHKH M JTaHHBIX MOp-
(onormueckoit pasMeTKH Kopmyca (OpMHpYETCs CIelHaibHas 0a3a JaHHEIX,
MPEICTABIAIOMAs COOOW TPHILICTHl JIEKCHKO-TPAMMATHYECKIX OTHOIICHHH.
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Craructrueckas 00paboTka 3Toi 0a3bl M BEIYUCISAET JaHHBIC IS TIOCTPOSHHUS
IUCcTprOyTHBHOTO Te3aypyca (thesaurus), KOTOpPBIN I HAC ABJSAETCS aHAIOTOM
JIEKCUKO-CEMAaHTHYECKON IPYIIIIBI ATISI 33JaHHOTO TEPMUHA. ANTOPUTM BBIUHCIIE-
HUSI CEMAHTHUECKUX PACCTOSTHUN MEKTy IEMEHTaMHU TPYHIbI (KaHIUIaTaMK B
TpyTITy) ¥ UX BHyTPEHHEW KiIacTepu3alueit onrcad B [36: sect. 3, 4].

dopmanu3M Uil TPaMMAaTHKH JICKCHUKO-CHHTAKCHYECKHX IIa0JIOHOB HC-
TIOJTB3YET PEryJsIpHBIE BhIpaXXEHHU Haa Mop(ororndeckumMu Teramu. CooTBeT-
CTBEHHO, B NIPHUHIIMIIE JIF000I! OIb30BaTENIb-IMHIBUCT C HEKOTOPBIM OIBITOM U
3HAKOMCTBOM C BBIYMCIIUTEIbHBIMHU (hOpPMATU3MaMHU MOXKET 3aJaTh CBOM HabOp
rpaMMaTH4eCcKuX OTHOIIEeHHH. OUeBUIHO, YTO OH JOJDKEH OBITH NIPH 3TOM 3Ha-
KOM ¢ HaOOpOM TEroB M rpaMMaTHKOM s3bIKa. Jlanee 3Ta rpaMMaTHKe JICKCHKO-
CHHTAaKCHYECKUX IMa0JIOHOB INPH CO3JaHUHU KOPIyca MOAKIIOYAETCS K HEMY,
UCTIONB3Ysl CTAaHJAPTHBIA MEXaHW3M, M TOTZNa (yHKIHNOHAIBHBIE HHCTPYMEHTEHI
cucTeMbl OyayT hOpMHUPOBATH PE3yIbTaThl, HCXOMS YK€ UMEHHO U3 3TOH MOJIb-
30BaTENIbCKOM IPaMMAaTHKU.

Dopmanu3M U1 TPAMMATHKH JIEKCHKO-CHHTAKCHUECKHX [Ia0J0HOB OCHOBBI-
BaeTcs MPEX/e BCETO Ha IMHEHHOM ITOCIIEI0BAaTENbHOCTH €IMHUI] TEKCTA H, ClIe-
JIOBaTeINIbHO, O0JIee IBHO ITOAXOANT IS I3BIKOB C JKECTKUM MOPSIIKOM CJIOB, TAKHX
KaK aHIIMHACKHH, 1 MEHEE - IS I3bIKOB CO CBOOOTHBIM MOPSIIKOM CJIOB, HAIIPHU-
Mep, U pyCcCKOTo, AJIS MTOCIeNHEro TpedyeTcs ropazno 0ojee THOKHMA TTOAXO0
JUIA HaIIFICaHUS TAaKOH TpaMMaTHKH. J[MCTpuOyTHBHO-CTATUCTHYCCKUN aHAJH3
B HAIlIEM HCCIIEA0BAHUM 0a3upyeTcs Ha TPaMMAaTHKE JIEKCHKO-CHHTAKCHYECKUX
1a0II0OHOB IJIS PYCCKOTO S3bIKa, pa3padboTanHoit M.B. XoxioBoii [ 18]. CxoxecTs
JUCTPUOYIINH CIOB BBICUUTHIBAETCSI CTATUCTUYIECKN HA OCHOBE MEPHI acCcOIHa-
uu logDice [33] u ¢ yueToM TpaMMaTHKH JIEKCHKO-CHHTAKCHUECKUX MIa0JIOHOB
[18, 26, 33, 36].

4 MarepuaJi 1 HHCTPYMEHTBI HCCJIEJOBAHUSA

OcHOBHOI MaTepuasl UCCIEIOBaHHUs — 3TO CIIELMANIbHO CO3JaHHBIH HAMH CO-
BMecTHO ¢ M.B. XoxJoBoi#i kopryc 1o Teme “umMrepus’” Ha OCHOBE TEKCTOB 00
HMIEpUH B pyccKoi uTeparype u KynsType KoHna X VIII — nagana XX BB. (105
TEKCTOB, 9 MITH. TOKeHOB). TakuM 00pa3oM MOAYEpKHEM, UTO MBI BBIJIE/IIEM KOH-
LENTHI, CYIIECTBYIONINE B PYCCKOM S3bIKE Ha MPOTSKEHUH JUTUTEIBHOTO BpeMe-
HU U SBJISIONINECS OTPak€HUEM PYCCKON KyIbTYPBHI.

Kopnyc nenutcst Ha 4 mogkopIryca 1o XpoHOJOTHUECKOMY IpUHIUIY: 18-bIit
Bek (nnentudukarop noakopmyca XVIII), 1-as nonoeuHa 19-ro Beka (XIX-1),
2-as nonoBuHa 19-ro Beka (XIX-2) u 20-b1i1 Bek (XX). I'pannynble qaTel MOxA-
KOPITyCOB BBIOpaHBI KaK CBOETO POJia «BEXU» B OCO3HAHMU MOHSITUSI UMIIEPHH B
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Pa3BUTHH PYCCKOIl 0OIIeCTBEHHOI MBICIH. JKaHpOBO-TeMaTHYeCcKoe HaIoIHe-
HHUE — HCTOPHSL, JINTEPATypa, IyONUITUCTHKA, IITIOCOpUS.

st Halrero McciemoBaHHMs, KaK y)e TOBOPHIIOCH, MBI HCIIOJIb30BAIH CH-
cremy Sketch Engine. ImaBHas ee 0COOEHHOCTD — 3TO HAJIMYHE CTIEIHATBHBIX
CPEICTB, peann3yOINX METOAUKY AUCTPHOY THBHO-CTATHCTHIECKOTO aHAIN3a —
«Tezaypyc» (OCTpoeHHE Te3aypyca It 3aJaHHOTO TEPMHHA, JPYTUMH CJIOBa-
MH, JIEKCHUKO-CeMaHTH4decKoil rpymmsl) (cM. Puc. 1), «Kmacrepusanus» (rpym-
MMUPOBKa EAMHHMII Te3aypyca B KiacTepbl) u «J{uddepenimanusy» (BbIsIBICHUE
CXOJICTBA M Pa3HMIIBI B COYETAEMOCTH VIS ITap CIIOB).

MMnepMH X':;u:)freq 397 (139.16 per million)

Lemma Score Freq

T "P°";ggg§mﬂ aHUMA

oompeme 0.5 83 oGpasoaane n OCBELLEHNE

EpKOBb 0.129 1,308 ﬂpMCOGJMHeHHE a CT O

s 17 xmcfﬁé‘H maBa

xpucvarcteo 0127 336

" 015 33 p aHme

pemria 0.121 193

Wi 0.120 1,23 pe'n r

npocsewere  0.116 740 q)MﬂOCO(pMH pona

npagutenscteo  0.111 709 BOHPOCMOHap CTMHa

MOHApXHA 0.109 6l ﬂMTepaTypa HayKa Mne a

e[MHCTBO 0.108 254 MCK CCT O pMM 06|_|_LECTBO
HUMA 0.107 405

w0 oex eﬁLW"'CTBOnpaBMTenbCTBo

om0 88 Vv YCTPOiACTBO

dunocodma 0.102 454
npeganue 0.101 173
obpasosartocts  0.101 335

IMTEpaTYPa 0.100 494
BOCTOK 0.100 240

Puc. 1. ®parMeHT AUCTPUOYTHBHOTO TE3aypyca JUIsl CIIOBa «UMIICPUS TIO MOJKOPITYCY
1-oi1 momoBuHBI XIX Beka.

B coctaB MHKpOIONS (JIEKCHKO-CEMaHTHIECKOW TPYIIBI) IUISI TEPMUHA «UM-
nepusy BOILIN CYIIECTBUTEIBHBIC, UMCIONINE C JTaHHON JIEKCEMOH ITOXOXKYIO
TUCTPUOYINIO (BXOAAT B OAWHAKOBBIC CHHTAKCHYECKHE OTHOIIEHHS M YacTo
BCTPEYAIOTCS B OJMHAKOBBIX KOHTEKCTAX): «0epicasay, «UmMnepamopy, «2ocy-
dapcmeoy, «yeprosvy, «Eeponay «xpucmuancmeoy, « Pumy, 1 1Ip.
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Tezaypyc B cucteme Sketch Engine (vm, kak ero Ha3bIBaIOT, TUCTPUOYTHB-
HBII Te3aypyc) MOKAa3bIBACT, KaKHe CJIOBAa UMEIOT CXOXKYIO JTUCTPHOYLHUIO C 3a-
JAHHBIM CIIOBOM. B 3TOM ciTydae MbI TOBOPHM O CEMaHTHUIECKON ONM30CTH HITH
MapasuTMaTHYECKOM 11000 cI0B. ENMHUIIBI ceMaHTHUYECKOTO oS o0Jasa-
10T OOIMMH CHHTarMaTHYeCKUMH U apaAurMaTHIeCKUMU CBOWCTBAaMH, YTO OT-
pakaeT UX CEMAHTHUYECKYIO OITH30CTb.

B kaxxmoit mpeamMeTHOM 001aCTH 3HAYNTENFHAS YaCTh TEPMIHOB, KaK IPAaBH-
JI0, TIpEJCTaBJIEHa CIOBOCOYETaHMSIMH. KOpIyCHbIE HHCTPYMEHTHI NMPEAOCTAB-
JIAIOT HaM BO3MOXXHOCTb aBTOMAaTHYECKOI'O BBISABICHHS KoJulokauuid. [[pyroit
WHCTPYMEHT CHCTEMBI, BBISBISIIOIINA CHHTarMaTHIECKHUE CBA3M MEXIY JICKCHU-
YECKUMH €IUHUIIAMH — 3T0 «Kommokanum, BEIMUCISAIOMNI CUITy CBSI3aHHOCTH
€MHHUL B JINHEHHOW IMOCJIEN0BaTEIbHOCTH Ha OCHOBE 7 Mep accounauuu. Ho
clieyeT 100aBUTh, YTO ITOT MHCTPYMEHT BBISBIISET HE TONBKO CHHTarMaTHye-
CKHE CBSI3U, HO ¥ TAPaUIMaTHIECKHUE, BBIICISIOIUH TP JOCTATOYHO OOJIBIIOM
«OKHE» aHaJIM3a CJI0BA OTHOTO CEMAHTHYIECKOTO OIS C 3aJaHHBIM.

Nmeerca Taxke HMHCTPYMEHT «JIeKcHMuecKHe NOPTPEThD», BBIABISIOIIMM
KOJUTUTallMM — KOJUIOKAIlMM B paMKax 3aJaHHBIX CHHTAKCHYECKHX MOJeIei
(;mexcuKo-cuHTaKcH9IecKnx mabdmaoHoB). Ecim mHCTpyMeHT «Kommokarmm» BEI-
YHUCIIAET CUIY CBSI3H MEXIY CIIOBaMH IO BCEMY KOPITyCYy, TO BTOPOH HHCTpY-
MEHT — B IIpeJiesiax 3aJaHHOI cHHTaKcH4YecKoil popmyisl (mradmona). B pamkax
JAHHOTO MCCIIEIOBaHMS I'paMMaTHKa JIEKCHKO-CHHTAKCHUECKHUX IIa0JIOHOB HC-
nosb30Balack B coctase «Tesaypycay.

W, nakonen, Sketch Engine mo3BosnseT BeI1aBaTh YaCTOTHBIE CIIFICKH JIEKCH-
YECKHX EIUHHI], BXOASAIINX B KOPITyC, KOTOPbIE HCIIOIB3YIOTCS HE CaMH 110 cede,
a KaK BXOZIHOHM MaTepHal Jyulsl KOHTPACTUBHOTO aHAJIM3a, KOI/a JaHHbIE HAIIETO
KOpITyca CpPaBHHUBAIOTCA C HEUTpaldbHBIM (DOHOBBIM. T.e. JIEKCHYECKHE €TUHU-
IbI, OTHOCHUTEINIFHAS YaCTOTa KOTOPBIX B TEKCTAX HCCIEIYyEMOTO KOpITyca Cyllie-
CTBEHHO MPEBOCXOIUT YACTOTY 3THX CJIOB B (JOHOBOM HECHEINATU3UPOBAHHOM
KOpITyC€, CUUTAIOTCS KIIFOUEBBIMH M BKIIIOUAIOTCS (MOTYT OBITH BKJIIOUCHBI) B
(opMupyemMoe ceMaHTHIECKOE TIOJIE.

5 IKCMEPUMEHTHI U Pe3yJIbTAThI
5.1 MeToauKka uccjaeI0BaAHUA

Brura mposenena paboTa B COOTBETCTBUH CO CIECAYIONICH METOIUKOM.

1) ITomy4eHne paHXKMPOBAHHOTO CITCKA CEMaHTHUYECKH CBSI3aHHBIX TEPMU-
HOB (MUHHTE3aypycC) AJISI CIOBA «UMIIEPHS» MO KaXKAOMY U3 IOJKOPIYCOB C
MIOMOIIIBIO0 HHCTPYMeHTa «Te3aypyc». MakcuManbHOE YHCIO €AWHUIL B THE3/E
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Te3aypyca 3anaercs paBHeIM 40. Kaxxgomy TepMuHY B KaXXJOM MHUHHTE3aypyce
TIPUCBANBACTCS PaHT.

2) OObenuHEeHNE MOMYYCHHBIX MUHUTE3aypyCOB B OAHMH CIIHCOK, MPEACTaB-
JISTFOIUH COOOM JIEKCHKO-CEMAaHTHYECKOE M0JIe KOHIIENTA «UMIIEPUS.

3) BouiBneHue nepecedeHusi MUHUTE3ayPyCOB, B PE3Y/IbTAaTe YEro KakKIoMy
TePMUHY B 0OBETUHEHHOM CITMCKE MPHUCBAMBACTCS «KOA(PPHUIHEHT CTaOMIBHO-
ctm» (k=1, 2, 3, 4, B 3aBHCHMOCTH OT TOTO, B CKOJIBKHUX MHUHHTE3aypycax TOT
WIH APYTOH TePMUH BCTpEeTHiICs). TepMHHBI ¢ K03 GUIIMEHTOM OOJIBINE SIIHN-
16l 00PA3yIOT SIAPO CEMAHTUYECKOro Mouisl. st 3STUX TEPMUHOB BBIYHCIIAIOTCS
CpPEeIHUI U HOPMUPOBAHHBIM PAHIH CHUJIbI CEMAHTUYECKOW CBSI3U C 3arIaBHBIM
CIIOBOM «uMIIepHs». HOpMHPOBaHHBINH paHr MOMYYaeTCsl YMHOXXEHHEM Cpel-
HEro paHra Ha «PaHroBHIA KOA(GUIMEHT HOpMAIH3AIUm»: | - IS TEpMHUHOB,
MIPEACTABICHHBIX BO BCEX YETBIPEX MHHUTE3AYPyCax, 2 - AJIsl TCPMUHOB U3 TPEX
MUHHUTE3aypyCcoB U 3 - Ui TEPMHUHOB W3 ABYyX MuHHUTE3aypycoB (Tabm. 1). Ta-
KHM 00pa3oM, 3TH K03 (OUITMEHTH TOHIKAIOT PAaHTH TEPMUHOB, CBI3aHHBIX CO
CIIOBOM «HMIIEPHsD» B OONBIIEM YHCIIE MOIAKOPITYCOB (T. €. B OONbIIEM YHCIE
BPEMEHHBIX TIEPHOJIOB).

4) PanxupoBaHUE JIEKCUYECKUX EIUHHUI] A1pa CEMaHTHIECKOTO MO IOHA-
TUSI KAMIIEPHS» 110 HOPMHUPOBAHHOMY PAHTYy.

5) PamxupoBaHne JEKCHYECKUX SIUHHII OIS 10 KOAPPHUINEHTY CeMaHTH-
4eCcKoi OIM30cTH (score).

6) Iloxcuer OTHOCHTENBHON YACTOTHI (ipm) JEKCHYECKHX COUHMII OIS U
PaHXHUPOBAHUE JIEKCHUECKUX EIUHUI] 00bEIUHEHHOTO CITUCKA (IOMs) MO OTHO-
CUTEIBHOH YacToTe.

Table 1. CBoxubIH UCTpHOYTHBHBIH Te3aypyc UL CI0Ba «IMIepHs» ((pparMeHT)

wpnye P Lemmascore Freq it SRR R
XIX-2 1. aBcTpus 0,216 1014 1

XIX-2  36. anraus 0,131 1055 2 29 87
XVIII 22. aHDMsA 0,095 148 2

XIX-2 19. apmus 0,149 478 1

XIX-1 37. TrOCIOAuH 0,085 363 1

XIX-2  24. rocynapcrBeHHocts 0,143 201 2 19 57

XX 14. rocynapctBenHocts 0,141 143 2
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XX 1. rocynapcTBo 0,245 1016 4 2,25 2,25
XIX-2 2. rocymapcTBO 0,200 4240 4

XVII 3. rocyaapcTBo 0,184 766 4

XIX-1 3. rocyaapcTBo 0,135 823 4

XVIII 19. rpenus 0,096 135 1

XX 2. TyMaHHU3M 0,188 195 1

XVIII 2. npepxkaBa 0,189 424 3 4,3 8,6
XIX-2 10. nepxasa 0,165 606 3

XIX-1 1. nmepxama 0,143 96 3

XIX-1 13. emmHCTBO 0,108 254 1

XIX-2 5. wummepartop 0,184 1381 3 4 8
XX 5. uMmeparop 0,177 295 3

XIX-1 2. umMmepaTop 0,141 373 3

XX 8. uMmepuamu3Mm 0,166 297 1

XX 7. WHTEUTUTEHIUS 0,173 608 1

7) ®opMupoBaHUe paHKMPOBAHHOTO CIMCKA KOJUIOKATOB IS CIIOBA «UMIIEPHUS
JUISL KKJIOTO M3 TOJKOPITYCOB ¢ IoMonibio nHerpymeHTa «Komokamumy» (Puc.
2).

MakcumasnbHOe YHCIIO KOJUIOKATOB 3aaeTcst paBHbIM 50 (BbIOMpaeTcs BepX-
HsISl 9aCTh PaHXKUPOBAHHOTO criucka). [ ¢popmMupoBaHus crircka KOJJIOKATOB
ucnons3yercs 4 Hanbosee a¢pexruBHbIX Mepbl: MI.1-og_f, logDice, min. sensi-
tivity 1 MI, kak 310 ObUIO ycTaHOBIEHO HaMHU B [37]. «OKHOY» JUIsl BEIYKCIICHUS
KOJUTOKAIMH 3a/1aeTCsl paBHBIM OT -3 10 +3 (TpH ClIOBa BIEBO M TPHU CIIOBA BIIpa-
BO OT 3aIJIaBHOTO).

8) OOberHEeHKE TTOYYEeHHBIX CIIMCKOB KOJIJIOKATOB B OJIUH.

9) BoisiBeHne nepeceueHuss B 00bEAMHEHHOM CITUCKE OT/IENBHBIX CITUCKOB
KOJUIOKaToB (110 MOJKOpIycam) JJisi KaJOro TEPMHHA M IMPUIHCHIBAHHE UM
«x03ddurtuent cradbunprocTH» (k=1, 2, 3, 4, B 3aBUCUMOCTH OT TOT'0, B CKOJIb-
KHX CIHCKaX TOT WJIM JIPYrod TepMHH BcTperuiics). Komnokars! (KOJIOKAIMK)
¢ KO3 PHUIHUEHTOM OOJIbIIIE SIUHHIIBI TO0ABISIOTCA B SAPO CEMAHTHYCCKOTO
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Collocation candidates

Page GO | Next>

Cooccurrence  Candidate

Ml min. sensitivity logDice MLlog f

count count
P | N pHMcKMi 13 1,166 8.860 0.10549 10.817  42.710
P | N repmaHckuit 80 915 8.589 0.07498  10.369  37.746
P | N poccuickuii il 362 9.488 0.05530 10.401 38.847
P | N ascTpuitckui 43 743 8.060 0.04217  9.670  30.838
P | N BoctouHsii 4 915 7.660 0.03936 9.439 28.811
PIN ncepoccuﬁcuuﬁ X] 94 10.393 0.03093  9.863 37.362
P | N nagexme 30 379 B.446 0.02812  9.409 29.004
P | N sanagHein 38 1,575 6.732 0.02413  8.880 24.663
PN eusaHTHHCKHH 23 302 8.390 0.02136  9.104  26.665
PN npegen 1 761 6.925 0.01968  8.036  21.408
PN ceAweHHL 20 486 7.502 0.01874  8.721  22.841
PN Typeugnui 17 503 7.18 0.01593  8.470 20.863
PN ocMaHckui 15 18 11.842 0.01406  8.823 32.833
PN kapa 13 319 7.694 0.01406 8.470 21.334

Puc. 2. dparMeHT cmcka KOJUIOKATOB JUIS KIIFOYEBOTO CIIOBA «HMITEpUs» ((parMeHT)

moJist (COCTaBHBIE TEPMHUHBI-OATUTPAaMMBI). JIJIsl 3THX TEPMHHOB BBIYHCIISIFOTCS
CpeHHIA 1 HOPMUPOBAHHBIM PAHTH CUITbI CHHTATMATHUECKOM CBA3H C 3arNIaBHBIM
cioBoM. HopMHpOBaHHBIN paHT MOMYYaeTCs YMHOXKEHHUEM CPEIHEro paHra Ha
«x02(hGUIUEHT HOpMATU3aAIUK»: | — TS KOJUTOKATOB, MPE/ICTABICHHBIX BO BCEX
YEThIPEX CIUCKAX KOJUIOKATOB, 2 — ISl KOJUIOKATOB U3 TPEX CIHCKOB U 3 — st
KOJUTOKaTOB W3 AByX crckoB (Tabmwma 2).

10) PamxupoBaHue TEPMUHOB-OMIPAMM Sipa CEMAHTHIECKOTO TMOJISI [TOHS-
THST KAMIICPHSD» 10 HOPMUPOBAHHOMY PAHTYy.

Table 1. CBoxHbIi AUCTpUOYTHBHBIH Te3aypyc Ul CIOBa «UMIepHs» (HparMeHT).

IMonxoprnyc  Panr Jlemma Koog- Cpeu Hopw.

CTaOWIIBH. paHr paHr
XIX-1 8. aBcrpuiickuii 2 6,5 19,5
XIX-2 5.  aBCTpHHCKHI 2

XX 21. aHmus 1
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XIX-2 8. BuzaHTHiiCKHI 4 9,25 9,25
XVIII 6. BH3AHTHUHCKUH 4
XX 12. BuzaHTHHCKHI 4
XIX-1 11. BuzaHTHICKUH 4
XIX-1 34. TabcOypru 1
XIX-1 5. repmaHcKMii 3 9,3 18,6
XIX-2 3. repMaHCKUii 3
XX 10. repmaHckuit 3
XVIII 33. ropoxn 1
XVIII 8. MorymecTBo 2 13 39
XIX-2 18. wmorymecTBO 2
XIX-2 37. HamnoseoH 2 30 920
XX 23. HamojeoH 2
XIX-2 27. OTTOMAaHCKMIi 2 14 42
XVIII 1. orromaHckuit 2
XIX-2 7. mageHue 3 7 14
XVIII 4. maneHue 3
XIX-1 10. mnaneHue 3

1) ®opMupoBaHHE CHHMCKA KIIOUYEBBIX CIOB JJIS KaKIOTO M3 MOIKOPIIYCOB C
nomotieio uHcTpyMenta « Word list (Output type: Keywords)». ConoctaBumbiit
xopryc ais atoro — ruSkell 1.4 (em. https://www.sketchengine.eu/russian-skell-
corpus/).

12) OObenuHEHNE CIMCKOB KIIFOUEBBIX CIIOB B OUH U COPTHPOBKA OOBEIH-
HEHHOT'O CITUCKA 0 «KOA(PPUIMEHTY YHHUKAILHOCTHY (Score).
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5.2  Pe3yabTaThl HCCIeTOBAHUS

B pesynwrare BeimoiHeHus . 1-2 (pasngen 5.1) ObUT TOTy4eH CIUCOK TEPMH-
HOB, MPEJICTABIISIIOIINI cO00¥ HATIONHEHHE CEMAaHTUYCCKOTO OIS «HUMITCPHSD»
IO JaHHBIM 4 MOJIKOPITYCOB. DTOT CIUCOK BKJI04YaeT 112 pas3HbIX cioB (1o ai-
¢asury):

Ascmpus, Aunenus, apwus, eapeap, Bemepus, eepa, eemep, souncmeo, 6oti-
Ha, eonpoc, 60CMoK, épae, Iepmanus, eepou, 20CnOOUH, 20CyOapCMEEeHHOCb,
eocyoapcemeo, I peyus, eymanuzm, oepacasa, Espona, eouncmeo, ocap, 3emas,
3710, 3100€l, UMNEPamop, UMNEPUATUIM, UHMELTUSEHYUS, UCKYCCMBO, UCTIUNA,
ucmopus, Umanus, Kasans, kamonuuecmeso, KHAMNCEHUE, KOPOLEECMEBO, K)IbMHl,
xkynomypa, Jlueonus, Jlumea, numepamypa, 1y2, Mup, MUCIUKA, MOHAPX, MOHAD-
XUsl, MOPAIb, MYJHC, HAPOO, HAPOOHOCHb, HAYKA, HAYUOHATLHOCMY, Hayus, Ho-
6a20po0, 0003, 0Opa308aHIe, 0OPA308AHHOCMb, 0OUECTNBEHHOCTb, 0DULECTBO,
0bwuHa, opoeH, 0ceobodicOeHue, OMOOXHOBEHUe, OmeY, OmeYecmeo, nepesoo,
niemsi, noogue, NOKYNKa, noiumuxa, noavsa, llonvwa, npasumenscmeo, npaso,
npasocnasue, npedanue, NPU3BaHue, NPUCOeOUHe e, NPodadica, NpouzsedeHue,
npoceewjenue, npoyecc, Ilpyccus, pagnuna, pasmviuiienue, pesonoyus, peiu-
eus, pecnybnuxa, Pum, Poccus, Pyco, Cubups, coyuanusm, coros, cnokotucmeue,
cmpana, cyiman, mun, mupas, mpaouyus, Typyus, ycmpoucmeo, yupesicoenue,
Qunocous, Ppanyus, Xpucmuancmeo, Yapcmeo, YepKogsb, YUBUIUZAYUS, Helo-
8eyecmso, A3biK.

B pesynbrare BHIIONHEHMS 1. 3 OBUIO YCTAHOBIICHO, YTO W3 BEIIIIC MIPUBEIEH-
Horo crucka 79 cnoB (79 BxoxkaeHui u3 160) MOSBISAETCS €AUHOXKIBI B OTHOM
13 MHHHUTE3aypycoB, IIPU 3TOM pacIpeeleHre Mo MOIKOPITycaM CIeAylolee:
XVIII: 32 cnora, XIX-1: 16, XI1X-2: 14, XX: 17.

33 cnoBa (81 BXOXKAEHHE) MOSBISIOTCS B 2, 3 WM 4 MUHUTE3aypycax, IpH
9TOM pachpezesienue mno nojakopnycam ciaeayromee: XVII: 8 cios, XIX-1: 24,
XIX-1I: 26, XX: 23. Otr 33 croBa MBI Ha3bIBAEM SPOM CEMAHTHUECKOTO MOJIS.

BoT 3TOT CITUCOK siipa CeMaHTUYESCKOTO TOJSI «MMITCPUSD) IO JAHHBIM 4 TIOAI-
KOPITYCOB IOCIIC PAaHKUPOBAHHUS:

a) o andaBuTy:

Anenus, 2ocyoapcmeenHocms, 20cyoapcmeo, oepacasa, Espona, umnepamop,
UCKYCCMBO, UCMOPU, KYTbMypa, TUmepamypa, Mup, MOHAPXUs, HAYKA, HAYUA,
0bwecmso, odwuUHA, NOTUMUKA, NPABUMETbCINBO, NPOCEeujeHUe, PeGONIOYUS,
penueust, Pum, Poccus, cows, cmpana, mpaouyus, yupesicoenue, guiocodus,
Dpanyus, xpucmuancmeo, Yapcmeo, YepKoss.

0) 110 HOPMHUPOBAHHOMY PAHTY:

TOCyIapcTBO, UMIIEpaTop, Nepxkara, EBporma, apcTBo, mepkoBs, Pum, ®pan-
WS, XPUCTHAHCTBO, MOHAPXUS, MPABUTEIHLCTBO, CTPaHA, OOIIECTBO, (UIOCO-
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¢wust, pesomonys, KyibTypa, Hamusl, Poccus, nureparypa, TOCynapCTBEHHOCTb,
MIPOCBELICHHUE, PETUTHSI, MUP, HCKYyCCTBO, OOIMHA, ITOJTUTHKA, HCTOPHS, YIPEK-
JeHue, AHIINS, COI03, TPaIUNNs, HayKa.

B) 110 kK03 PUIMEHTY ceMaHTHIECKON OIU30CTH (Score):

JieprkaBa, TOCYapcTBO, OOIIECTBO, COI03, TOCYJAPCTBEHHOCTD, HAIMSA, UMIIE-
parop, MONNUTHKA, KyJIbTypa, CTpaHa, OOIINHA, IIEPKOBb, TAPCTBO, XPUCTHAHCTBO,
pEnurusl, MUp, IPOCBEIICHHUE, IPABUTENHCTBO, MOHApXHs, EBpomna, ¢punocodus,
Pum, nmuteparypa, HCKycCTBO, yUpeXICHUE, Tpagunus, anms, OpaHiust, ucTo-
pus, Poccus, peBontonus, Hayka.

T) 110 OTHOCHUTENBHOM YacToTe (ipm):

Poccus, obwecmeo, yepkossb, mMup, ucmopus, 20cyoapcmeo, Haykd, npocee-
wieHue, NPasumenIbCcmeo, 0epiucasa, NOAUMUKA, Yapcmeo, IUmepamypa, peeo-
moyus, gunocogus, cows, cmpana, Eepona, obwuna, Kyremypa, umnepamop,
UCKYCCMBO, XPUCMUAHCMEO, Hayusl, yupexcoenue, Anenus, perueus, Pum, @pan-
Yusl, 20Cy0apcmeeHHoCmb, Mpaouyusl, MOHAPXUSL.

Brmonaenne mm. 7-10 gano ciexyromue pe3yibTaThl.

Bcero B cymme Opii0 BBIZETIEHO 115 Gurpamm, B MOAABISIOIIEM OOJIBIITIH-
cTBe 3TO Omrpammel tuna Adj+umnepus, umnepus+Ngen., N+umnepuu. bu-
rpaMMbl KOHTAaKTHBIE WIN pa3pbiBHbIE. Ellle oHa rpymnma cioB — TEPMUHBI U3
MapasnTMaTHYECKOTO Psifia, YK€ BBIIBICHHbIE HHCTpYMeHTOM «Tezaypyc». Ko-
JIMYECTBEHHBIE XapaKTEPUCTUKH CIeAyIomue: 78 OurpaMM XapakTepHbI JIUIIb
IUTS OJHOTO U3 MOAKOPITYCOoB, 13 — mst nByx, 10 — s Tpex u 4 — 1 4eThIpex.

Snpo cuHTarMaTHYeCcKNX KOJUIOKAIMH COCTABIISIIOT 24 CIIOBOCOYCTAHMS:

Poccuiickas umnepus, Busanmuiickas umnepus , umnepus 2epmManckou Ha-
yuu, Bocmounas umnepusa, Ceawjennan umnepus, naoenue umnepuu, Agcmpuii-
ckas umnepus, Benuxas umnepus, npedenvt umnepuu, Typeykas umnepus, cmo-
auya umnepuu, 3anaonas umnepus, Mozyuwecmeo umnepuu, Ommomanckas um-
nepus, umnepus Kapna, cywecmsosanue umnepuuy, 60CCmManogieHue umnepuu,
Jlamunckas umnepus, oonacme umnepuu, umnepusi Puma, umnepus Hanoneona,
Ppaspyuams UMnepuio, dn0xa UMnepuu.

B pesymnprare BemmonmHenus mm. 11-12 6sm1 copmupoBaH oOBeTUHEHHBINA
CIIMCOK KJTFOYEBBIX CJIOB, HOJIyYEHHBIH 110 YaCTOTHOMY KPUTEPHIO: 3HAYNTEIIb-
HOE TIPEBBIIICHNE OTHOCUTENIBHOM YacTOTHI B HAIIMX ITOJKOPITycax IO CpaBHe-
HUIO ¢ HEUTpaJbHBIM KOpITycOM. BoT 3T0 cincok.

KHA3b, cocydaps, Byneakos, yaps, boapun, Hoann, nocon, omeuwecmeo, poc-
CUAHUH, 80e600a, penusuo3nblll, Bacunuu, Kopois, 60UCKO, umnepampuya, He-
npusmens, Jlumsa, Bcegonoo, ciasanun, Jumumpuii, pycckuii, Hapoo, yepKogb,
602, mumponoaum, HApocnas, Kues, kpecmovsaHuH, XaH, OyXo8usitll, ghurocogus,
Mcmucnas, nonsckuii, Céamocnas, Braoumup, peauaus, GOUH, Xpucmuancmeo,
Hapoo, 2ocydapsb, Xpucmoc, yepKosHulll, pyccKuil, OyX, XpUCMUAHCKULL, npe-
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cmon, yape, bvimue, 2paod, OpyacuHa, OpesHull, 080p, Clasd, 2pamomad, OMKpPo-
8eHue, TUMOBCKULL, c80000a, UMNEPAOD, MbICb, YYeHUe, 8eNbMONCd, MbICTb,
ceamoltl, 8epa, HAPOOHOCMb, c80000d, YAPCKUll, 2paod, nieHHUK, bumsa, epag,
VM, KHA3b, DOJMCecmeenHblll, niems, 2pek, yepkoss, gepa, 11émp, @panyusa, npo-
ceewjeHue, NOAK, Oyuld, 4eroeeuecmso, Hemey, epag, Hapoo, co3Hanue, Hebo,
Hemeyxull, ppanyysckuti, ucmuna, umnepamop, Conosves, Jleonmoes, anoiioH,
Tlobedonocyes, genukuil, Hayka, NOAUMUYECKUL, OVX, MUHUCMD, YUBUIUZAYUS,
yapcmeo, 2ocyoaps, yapesud, mup, 2ocyoapcmso, Egapona, cmepms, Pyce, [lons-
wa, npasocnasue, Cogus, boneapun, Iepyen, Bazemckuti, obujecmso, 601,
807151, pUMCKUL, udean, A6cmpus, MUCMUYECKUL, CULd, Y4eHUe, MbICIb, PA3YM,
omeuecmeo, Kupeesckuii, oyx, ucmuna, yensypa, Tromues, Hapoo, yepxosw, co-
yuHeHue, 00PA308aAHHOCb.
ME&1 MoxeM Ha3BaTh ero nepudepueil Haero CeMaHTHIECKOTO MO,

6 3aKI0YeHe U BLIBOIbI

Mb!I BUANM, YTO HCIIONB30BAHUE KOPIyCa TEKCTOB M MHCTPYMEHTOB CHCTEMBI
Sketch Engine mo3BoisieT BBISBISATH B aBTOMAaTH3MPOBAHHOM PEXHME CHHTAr-
MaTHYECKHE W MapaJurMaTHYECKHUe CBSI3M M CO3JaBaTh Oosiee aJeKBAaTHOE Ha-
MOJTHEHHE TEPMHHOCHUCTEMBI. BbIJIH IT0STyYeHBI CITUCKH CJIOB U CJIOBOCOYETaHMUH,
3HAUUTENIFHO PacUIMPSIONINE UMEoIecs JekcuKkorpagpuaeckue nocodus (Te-
3aypyc PyTes, «Pycckuit cemanTuaeckuii cinoBapby, [15: 13], [16: 475], «Kon-
CTaHTBL: CI0Bapb PyCCKOM KynbTyphl» [17]). OmHAKO 3TO «CTATUCTHUYECKOE pac-
HIMPEHUE» MOITYyYHIOCh YPE3MEPHO IIMPOKUM (CM. 110COTI, Omeuecmeo, 60€6004,
penucuosnbll, penucus, 6our U T.11.). Hanpumep, BcTaeT BOIIpoc, IpaBOMEPHO JIU
BKITIOYATh B TIOJIE IMIIEPHS» aBTOPOB, MUIIyIIUX 0O Hell ([epyen, Kupeesckuil,
Tiomyeg u nip.). OueBUAHO, HEMIPABOMEPHO BKIIIOUATh B TOJIE «HMIIEpHUS» Ha-
3BaHMs HApOIOB, HACEISBIINX UMIICPUH (HOAAK, PYCCKUL, POCCUAHUH, Hemey) T
COOTBETCTBYIOIME UM NpUiIaraTenabHble. Bugumo, TpedyeTcs mpogoKuTh IKC-
TICPUMEHTEHI C JIpyTrUMHU 00JIee )KECTKUMH «TeXHHYECKUMM» apamerpamu. Ode-
BUHO, YTO 3TH CIIMCKH JIOJKHBI OBITh COOTHECEHBI C SKCIIEPTHBIMHU 3HAHUAMH.
Ho yxe ceifuac Ha OCHOBE MOIYYEHHBIX PE3YyIIBTATOB MOXKHO OTMETHTH, YTO
T10 Pa3HBIM [TapaMeTpaM MOHATHE “UMIEPHUs B pa3HbIC IEPHO/BI BPEMEHH B pyC-
CKOM KyJIbType UMEET pa3Hble KOHHOTanuu. Tak, 6pocaeTcs B IM1a3a CyIIECTBEH-
HOE€ OTIIMYHE TEKCTOB 18-10 Beka. DTO BHIHO 11O COCTABY JIEKCHKH — CM. Pa3ae
4.2: m3 79 cnoB Te3aypyca, «yHUKAIBHBIX» TOJBKO JJIS OAHOTO Iiepruona, 32 otT-
HOCATCA K 18-My Beky. DTO OTIMYME MPOSBISIETCS U B MIMEHAX COOCTBEHHBIX,
BOLIEIINX B cOCTaB moist. Ml MOkHO BooOIIE chopMyTHpOBaTh OCTOPOXKHBIH
BBIBOJI, YTO HECMOTPS Ha MPUCYTCTBHE UMIIEpUH B 18-0M BEke B peabHOCTH,
caM KOHIIENT UMIIEPUH B PyCCKOH KynbType B 18-0M Beke elrie He CIIOXKHICS.
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[Hanee, Oonee nryOOKuil aHATN3 IOKa3bIBAET U3MEHEHHE JEKCHUECKOTO Ha-
TIOJTHEHHMS HAILIETO MOJIs 110 AaHHBIM nozxopiryca 20-ro Beka. M 3To mpu ToM, 410
TeKcTHl 20-T0 BeKa B IOAABIISIONIEM OOJBIIMHCTBE orpaHuyueHs! 1917 romom.

EcrectBeHHO, mocine paboTsl aBTOMaTH3MPOBAaHHBIX MEXaHH3MOB HEOOXOIH-
MO TIPHUBIIEKATh KCIIEPTOB, KAK JUIA OLIEHKH PE3yJIbTaToOB, TaK U IJIsl OMpesere-
HUSI, €CIIM TPEOyeTCsl, TUIIOB CBA3EH MEXIY IEMEHTAMU MO AHAIU3 JTEKCUKH
TaKXe MOKa3bIBACT, YTO TPAJULHUOHHBIE TE3aYPyCHBIE JTEKCUKO-CEMAHTHIECKHE
OTHOILEHHMS AJISI IPEAMETHBIX 001acTel B cdhepe KyabTyPHO-JIUTEPATyPHOTO JIEK-
CHKOHA MaHU(ECTUPYIOTCS HEAOCTATOIHO SIBHO. PaKTHUECKH, OONBIIYIO 4acTh
OTHOIIEHHUH MEXAY OTOOpPaHHBIMH 0a30BBIMHU IOHITUSIMH CIEAYET OTHECTH K
OTHOIIEHHIO «accouuanus». Ilpenmonaraercs paspaboTka C IPHUBICYCHHUEM
9KCIIEPTOB CHELHATPHO OPHEHTHPOBAHHOTO HA0Opa OTHOIICHWH Ul JaHHOTO
TIOJIA.

Hanpasnenus nanpHeime paboThl clemyronue:

CO37IaTh €IMHBIN «SACPHBII» KOPITyC, cOATaHCHPOBAB pa3HbIE BPEMEHHBIC
TIEPUOJIBL;

CO371aTh TOJIKOPITYC TEKCTOB mocie 1917 roga u mpoBeCTH COOTBETCTBYIOIIUE
9KCTIEPUMEHTBHI;

MPOBECTH AKCIEPUMEHTHI C IPYTHMMHU NapaMeTpaMu MHCTpyMeHTOB «Te3ay-
pyc» n «Komnokarumy (B 4aCTHOCTH, yMEHBIIUTH KOJIMYECTBO TEPMUHOB, BKITIO-
YaeMbIX B JUCTPUOYTHBHBIA TE3aypyC, U YBEJINYUTH pa3Mep OKHA BBIABICHUS
KOJIJIOKAITHH );

BBISIBUTH SJIEMEHTHI CEMaHTHYECKOTO MOJS (IUCTPHOYTHBHOTO Te3aypyca)
JUIl TEPMMHOB, BOLIEIIINX B SIIPO MHOJS «UMICPHUS», T.€. CO3JaTh TE3aypyChI
(mosist) BTOpOTO YPOBHS, M CHOPMUPOBATH OOBETUHEHHBIN CITUCOK, ITO BO3MOXK-
HOCTH, B BUJI€ CEMaHTHIECKOMN CETH;

MPOBECTH JMHTBUCTUYECKYIO U KyJIbTYPHO-HCTOPUYECKYI0 HHTEPIPETAIHIO
TIOTy4EHHBIX PE3yJIbTaTOB;

pa3paboTaTh MM aJanTHPOBATh IPOrPAMMHOE 00ECIICUCHUE AJIS CO3TAHUS U
BE/ICHHS 3JICKTPOHHOTO Te3aypyca- KOMIIBIOTEPHOTO MPECTaBICHHUS TIOJIS;

CO37IaTh JMEKTPOHHBIA Te3aypyc I CEMaHTHUYECKOTO TIONS «UMIIEPHSD) C
YKa3aHUEM CBSI3€H MEXIy €ro 3JE€MEHTaMH, C YACTOTHBIMHU XapaKTePUCTHKAMH
U IPIMEPaMH YIIOTPEOIEeHNs B KOPITycax.

BaarogapHocTu

Hccnenoranue nogaepxano rpantoM PODU Ne 18-012-00474 «Cemantuye-
CKOE I10JI€ KUMIIEPHSD» B PYCCKOM, aHIIMHACKOM M YEIICKOM SI3bIKaX» U IPAHTOM
PODOU Ne 17-04-00552-OI'H-A «ITapameTrpuieckoe MOIEIMPOBAHHE JIEKCHYE-
CKOHM CHCTEMBI COBPEMEHHOI'O PYCCKOTO JIUTEPATYPHOTO S3bIKAY.
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